B PA3PABOTKA IIPOTPAMMHOI'O OBECIIEYEHUS U WHXXEHEPUS 3HAHU MW

VIIK 004.85

Kabdrakhova S.S.
Al-Farabi Kazakh National University, Almaty, Kazakhstan
Institute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan

PREDICTIVE MODELING OF FUTURE FLOODS IN THE ALMATY REGION
USING MACHINE LEARNING METHODS

The article is dedicated to my supervisor, a very kind, good person and scientist, d. phys.-math.sci., pro-
fessor D.S. Dzhumabaev

Abstract. The development of modern science and technology allows us to realize many opportunities
that are not yet available. For example, the study of various natural phenomena and their hidden dangers, as
well as forecasting, can prevent or intensify preventive measures. The impact, the region and frequency of
their occurrence affect our lives to an unprecedented extent. It is very difficult to prevent these events in the
short term, but a risk prevention plan can reduce the negative consequences of an accident. The present
study is focused on the evaluation of flood potential within Malaya Almatinka river basin in Almaty using
Sfour prediction models RandomForest, LinearRegression, DecisionTree and XGBoost.
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1. Introduction

Floods belong to one of the most frequent as well as devastating natural disasters worldwide [1].
Due to ongoing climate change and increasing anthropic pressure on the landscape [2], the frequency
and magnitude of future flood situations is expected to rise while the development of the population’s
resilience against floods is questionable, especially, in developing countries [3-5].

A lot of scientific papers are devoted to topics such as predicting flooding, for determining an area
as having very low to very high flood potential, through approaches that use hydrological-hydraulic
models for flood modeling. And there are also works dedicated to the study of flood susceptibility
through geospatial technologies [6-15] and a lot of references to these are given in the work [16]. All
flood studies were conducted using data from different countries of the world, but not from Kazakhstan.

In the summer of 1921, the Malaya Almatinka river was transported to the center of the villages.
From the large stones destroyed along with the mudslide, Almaty turned into rubble and sank into the
mud. More than 500 people were killed in the accident. "This was a great loss of life for a city built
from the logs of single-story houses with a population of only thirty thousand people. The city was se-
verely affected by this flood, all the streets are filled with water. In six hours, flood water delivered 7
million cubic meters of water and 3,250,000 cubic meters of rock, sand and mud to the city. In [17, p.
146-152] there is a description of the flood. The paper presents methods for the calculation of flooding
zones in a territory with the use of a digital elevation model on the basis of successive pools [18,19].

In this paper we used the Malaya Almaty river basin in Almaty to study the prediction of flooding
using four prediction models RandomForest, LinearRegression, DecisionTree and XGBoost. 10 flood
predictors, 8 flood locations, and 8 non-flood locations were used. As input, the model used the percent-
age of 70% of the places where flooding and flooding occurred. Of the input data, 70% were used as a
training sample, and 30% were used as a test sample. The highest accuracy was obtained by the Ran-
domForestRegressor model in terms of testing (0.853) samples. Checking the results performed by the
R2 method emphasizes that the RandomForestRegressor model gave the most accurate results.

2. Study area

Malaya Almatinka is a river in Almaty, a right tributary of the Kaskelen river. It originates from the
Tuyuksu glaciers of the Zailiysky Alatau range. With a length of 125 km, it has a catchment area of 710
km?. The main tributaries are Sarysay (Yellow Log), Kuigensay (Gorelnik), Kimasar, Zharbulak (Ka-
zachka), Battery (Bedelbay), Butakovka, Karasu-Turksib, Esentai, Karasu and Terenkara.
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Physical and geographical characteristics. The Malaya Almatinka is located in three different
landscape zones: mountain, foothill and plain. The riverbed in the mountain zone is moderately mean-
dering, composed of boulder-pebble deposits, width 3-13 m; river depth from 0.15 to 0.5 m; the average
long-term annual flow of the river is 0.32 m%s, at the meteorological station mynzhilki, 2.3 m¥s.

All the catastrophic floods in the twentieth century, which almost covered Almaty, were in the
month of July in 1921, 1956, 1963, 1973 and 1977. In particular, these events happened on July 8th, 7th,
15th and the August 3rd [20]. In October 1966, an anti-settlement dam was built in the Medeu tract by a
directional explosion in the river basin. At the exit from the Malaya Almaty gorge the river divides into
3 branches: Esentai (Vesnovka a), zharbulak (Cossack) and the Malaya Almatinka. In the city of Al-
maty, the Malaya Almatinka flows through the Eastern part of the city, and its banks are concreted. The
river basin has 46 lakes, ponds and reservoirs with a total surface area of 2.5 km?.

3. Data

Given the fact that the main purpose of this study is to predict future flooding, the data used in this
case were taken from different sources. In the present case, the historical flood events were collected
from the books and web sites [21-24]. 10 factors affecting flooding were taken such as maximum and
minimum temperature, date, rainfall, slope, land use, elevation, and region and target.

Data sets consist of 1100 pieces of data. Data were taken for Big Almaty lake, Chimbulak, Ka-
menskoye plateau, Medeo, Alamty city, the district Airport, Issyk city, Kapchagai city etc. For the 10
factors listed above, data is collected from 1921 to 2020 for 8 locations. The flood conditioning factors
are briefly described below.

Slope angle directly influences the velocity of surface runoff and water accumulation potential and,
therefore, is considered one of the main factors which contributes to flood phenomena genesis. In the
case of the present research, the slope angle values, range from 0° to 18°. Precipitation (rainfall) is an —
atmospheric phenomena associated with the presence of water in the atmosphere in a liquid or solid
state, falling from clouds or deposited from the air on the Earth's surface and any objects. Precipitation
is measured by the thickness of the fallen water layer in millimeters. On average, the globe receives
about 1000 mm of precipitation per year, and in deserts and high latitudes, there is less than 250 mm per
year. In this study, precipitation values vary from 0 to 374.

Land use is the characterization of land based on what can be built on it and what the land can be
used for. It takes only 3 forms in the context of the study: mountainous, urban, and rural.

Elevation (Elevation Height) is the height above sea level or absolute height. This is the difference
between a point on land and the height of the sea. It is usually calculated based on average sea level, the
part of a particular area that vertically exceeds above sea level. The starting point of elevation is called
the zero point of elevation or zero point of level, which is the average surface of the sea on a particular
coast. This is calculated based on long-term records of the local wave station by getting the average
state of the sea surface. The elevation is an important flood predictor due to the fact that it differentiates
the areas located at high altitude, where phenomena are less likely than in areas located at low altitudes,
which are more exposed to the flood phenomena due to the direction of water runoff from high altitudes
to low altitudes [25]. We have 8 regions for research: mountain, rural and urban, and each of them has a
corresponding Elevation (Elevation Height). Attribute targets consist of the two values 0 and 1, where 0
means ‘N0 flood” and 1 means ‘flood present’.

All these factors are included for different times starting from 1921 to 2020 (including the month of
March), but not all years and months are taken into account. The resulting dataset consists of 1100 rows
and 10 attributes.

4, Methods used for predicting flooding

For the study, several machine learning algorithms were built, four of which were selected, which
gave good results. The dataset was split into a training set and a test set. The model was built on 70% of
the data, and checked on 30%, and to implement the algorithms we used the methods of the sklearn li-
brary on Python. We designated all of the attribute values as X, except Target, Y, which is a vector con-
sisting of the value of the Target in the data set. Below is a diagram of the implementation of the predic-
tion models (Fig.1).
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T(Max) RandomForestRegressor
T(Min) Linear Regression
RRR XGBoostRegressor

Slop DecisionTreeRegressor
Elevation
Target

70 % - training sample
30 % - Test sample

Figure-1. The scheme of prediction models

4.1 Linear Regression

The algorithms for regression are one of the types of control algorithms. An algorithm is used
for building a model using data from a test suite, and then computed using test data from this mod-
el. In linear regression the target value is expected to be a linear combination of the features. In
mathematical notation, if §(w,x) =w, +wx +...+W X,

we designate the vector w= (W, W,,...,W,) as coef_and w, as intercept_.
fits a linearregression model with coefficients W=(W1,W2,...,Wp) to minimize the residual

sum of squares between the observed targets in the dataset, and the targets predicted by the linear
approximation. Mathematically it solves a problem of the form:

min xw—y| @)

LinearRegression will take in its fit method arrays X and y and will store the coefficients w of
the linear model in its coef_ member. X is the matrix which consists of all attribute values, except
Target, Y, which is Target for 70% of them for training and 30% for testing.

4.2 Decision Tree Regression

Regression Tree is a simple but powerful tool used to build prediction models from a large set
of data, once it identifies which auxiliary variables are able to explain the variability of the response
variable. The models are obtained by recursive partitioning of all the data concentrated in the root
node (according to the most significant auxiliary variable) and fitting a simple prediction model
within each partition [26]. According to [27], regression trees can fit almost every kind of tradition-
al statistical model, including least squares, quantile, logistic, Poisson and proportional hazard mod-
els, as well as models for longitudinal and multiresponse data. The quality criterion in a desition

tree regressor is D=}'z(y, —}IZY»)’ where | is the number of objects in the sheet and Y, is the values
I i=1 I I i=1 I

of the target attribute. We minimize the variance around the average, and we look for features that
break down the sample so that the values of the target feature in each sheet are approximately equal.

4.3 XGboost Regression

Through boosting - a training sample at each iteration is determined based on classification er-
rors at previous iterations. The process of XGBoost involves assembling a base model for the pre-
existing model, for example, training an initial tree, constructing a second tree combined with the
initial tree, and repeating the second step until the expected number of trees is reached.
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The idea of gradient boosting is to train each subsequent algorithm on a discrepancy with real
answers, to move towards reducing empirical risk. Let it be h(x,8) - based algorithms.

(0 =3 Ah(x.0)

Q = Zl, L(Ol, y.)
Boosting step for r =1 R

VQ = {‘M—l'yi) (x )}

da,,
6 =learn(X,VQ)

. ~argmin 3 (Lt (0)+B-0(%,6)).y)

ar :ar—l(x) +ﬂr ' h(X,Hr),
where @ — is learning rate. In the initial step learning rate was equal to 0.1 and 3 =0 was

chosen by default, and L —is loss function, which depends on the type of problem being solved. It
must be differentiable, and in our case the difference is squared between observed and predicted
data, such as (1).

4.4 Random Forest Regression

Random forest is a bagging technique and not a boosting technique. The trees in random forests
are run in parallel. There is no interaction between these trees while building the trees.

Random Forest is a set of decision trees. In the regression problem, their responses are aver-
aged; in the classification problem, the decision is made by majority vote. All trees are built inde-
pendently according to the following scheme:

- a sub-sample of the training sample is selected and a tree is built based on it (each tree has its
own sub — sample).

- to build each split in the tree, view the max_features of random features (each new split has
its own random features).

- choosing the best features and splitting it. The tree is usually built before the selection is ex-
hausted, but modern implementations have parameters that limit the height of the tree, the number
of objects in the leaves, and the number of objects in the subsample at which splitting is performed.

Data for training and testing is taken as indicated above. The best random forest regression
parameters are selected using the methods of the sklearn library. Below is a model with parameters
in our case:

RandomForestRegressor(bootstrap=True, criterion="mse’', max_depth=None,

max_features="auto’, max_leaf nodes=None,
min_impurity_decrease=0.0, min_impurity_split=None,
min_samples_leaf=1, min_samples_split=2,
min_weight_fraction_leaf=0.0, n_estimators=100,
n_jobs=None, oob_score=False, random_state=42, verbose=0,
warm_start=False)

5. Results

The results validation was made using the testing dataset, and prediction data with the help of
the training dataset. Regarding the Success Rate, the Random Forest Regression was the most per-
formant model with the R? equal to 0,853, MSE equal to 0,032, MAE is equal to 0,032 and RMSE
equal to 0,179, followed by the XGBoost regressor. All the results of metrics are shown in Fig. 2
and Fig.3.

Metrics for evaluating model results.
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MAE (Mean absolute error): MAE=1i\a(x.)— y
niz ' '

RMSE (Root mean squared error): RMSE = Ei(a(xi)_ Y, )2 ,
nizx

MSE (Mean squared error): MsSg = lz":(a(x,) —y )2,
n 1 I

i=1

R? (Coefficient of determination): p. _; 4 (e(x)-y) ,
é(y - yi)2

often called R? represents the predictive power of the model as a value between 0 and 1. Zero
means that the model is random (i.e. it does not explain anything); 1 means that there is a perfect fit.

Where a(x) - based algorithms, y_ . (x)=a(x)+&, & is N(0,0;)- normal distribution,

o is root of the variance, Y, observations, Y is the observation’s overall mean.

Metrics
0,9
0,8
0,7
0,6
0,5
0,4
0,3
o I I
0,1
5 Bun_m l mn l I
R2 MSE MAE RMSE
M LinearRegression m DecisionTreeRegressor
B RandomForestRegressor @ XGBoostRegressor
Figure 2. Metrics of models used by histogram
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Figure 3. Metrics of models used by line
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While minimizing errors and finding weights with fewer errors, we can also use a lot of meth-
ods. When we find weights so that there are minimal errors, we will use the gradient descent meth-
od, and we can also take derivatives equal to zero and obtain a system of equations for weights. To
solve such systems, we can use different methods, one of which is given [28] for the general case.

6. Discussion

The Almaty region is one of the regions affected by mudflows. According to historical data,
there were several large floods precisely along the Malaya Almatinka River. We are talking about
mountain glaciers. Therefore, temperature and rainfall in the mountains affect the presence of
floods. Below, in Fig.4, you see that one of the most important variables for the incidence of exist-
ing flood is the minimum temperature, followed by RRR meaning rainfall. This can be explained by
the fact that when there are low temperatures after rain, it will snow, especially in the mountains.
After a low temperature, according to statistical studies of the temperature in the districts of Al-
maty, there is always a high temperature, which affects the appearance of floods.
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Figure 4. Feature importances

7. Conclusion

In the present study, the capability of four models was tested in terms of flood susceptibility
prediction. This study comes in the context of the urgent measures, that should be taken to reduce
the negative effects of floods. It should be remarked that in order to train the models and in the
same time to evaluate their performance, the initially established training dataset was also divided
into a sample used to train the models (70%) and another sample used to test the model perfor-
mance (30%). To achieve good results, some model parameters were optimized using the 15-folds
cross-validation procedure.

Thus, with the highest performance, the model built using the random forest algorithm gave the
best result. The prediction using the model gave a positive result, that is, the forecast for floods in
Almaty and Almaty region during the summer periods of 2020 and 2021 along the Malaya Al-
matinka river, will not occur with a probability of 83%.

At the moment, prediction using machine learning methods in Almaty has not been investigat-
ed. This work will be investigated in the future, supplemented with different datasets, such as satel-
lite images, and so on.

REFERENCES
1. Shen, G., Hwang, S.N., 2019. Spatial-Temporal snapshots of global natural disaster impacts
Revealed from EM-DAT for 1900-2015. Geomatics, Nat. Hazards Risk 10, 912—934.

International Journal of Information and Communication Technologies, VVol.1, Issue 2, June, 2020
41



10.

11.

12.

13.

14.

15.

16.

17.

B PA3PABOTKA IIPOTPAMMHOI'O OBECIIEYEHUS U WHXXEHEPUS 3HAHU MW

Pravalie, R., Bandoc, G., Patriche, C., Sternberg, T., 2019. Recent changes in global drylands:
Evidences from two major aridity databases. CATENA 178, 209-231. https://doi.org/
10.1016/j.catena.2019.03.016.

Arnell, N.W., Gosling, S.N., 2016. The impacts of climate change on river flood risk at the
global scale. Climatic Change 134, 387—401.

Hirabayashi, Y., Mahendran, R., Koirala, S., Konoshima, L., Yamazaki, D., Watanabe, S.,
Kim, H., Kanae, S., 2013. Global flood risk under climate change. Nat. Clim. Change 3, 816.
Pravalie, R., Bandoc, G., Patriche, C., Tomescu, M., 2017. Spatio-temporal trends of mean air
temperature during 1961-2009 and impacts on crop (maize) yields in the most important agri-
cultural region of Romania. Stoch Environ Res Risk Assess 31(8), 1923-1939.
https://doi.org/10.1007/s00477-016-1278-7.

Costache, R., 2019a. Flood susceptibility assessment by using bivariate statistics and machine
learning models-A useful tool for flood risk management. Water Resour. Manag. 33, 3239-
3256.

Costache, R., 2019b. Flash-Flood Potential assessment in the upper and middle sector of
Prahova river catchment (Romania). A comparative approach between four hybrid models. Sci.
Total Environ. 659, 1115-1134.

Costache, R., 2019c. Flash-flood Potential Index mapping using weights of evidence, decision
Trees models and their novel hybrid integration. Stoch. Environ. Res. Risk Assess. 33, 1375—
1402.

Tien Bui, D., Khosravi, K., Shahabi, H., Daggupati, P., Adamowski, J.F., Melesse, A.M., Thai
Pham, B., Pourghasemi, H.R., Mahmoudi, M., Bahrami, S., 2019. Flood spatial modeling in
northern Iran using remote sensing and gis: a comparison between evidential belief functions
and its ensemble with a multivariate logistic regression model. Rem. Sens. 11, 1589

Nardi, F., Vivoni, E.R., Grimaldi, S., 2006. Investigating a floodplain scaling relation using a
hydrogeomorphic delineation method. Water Resour. Res. 42.

Degiorgis, M., Gnecco, G., Gorni, S., Roth, G., Sanguineti, M., Taramasso, A.C., 2012. Classi-
fiers for the detection of flood-prone areas using remote sensed elevation data. J. Hydrol. 470,
302-315.

Gnecco, G., Morisi, R., Roth, G., Sanguineti, M., Taramasso, A.C., 2017. Supervised and semi-
supervised classifiers for the detection of flood-prone areas. Soft Comput 21, 3673-3685.

Chen W, Shirzadi A, Shahabi H, Ahmad BB, Zhang S, Hong H, Zhang N, 2017 A novel hybrid
artificial intelligence approach based on the rotation forest ensemble and naive Bayes tree clas-
sifiers for a landslide susceptibility assessment in Langao County, China. Geomat Nat Hazards
Risk 8(2):1955-1977

Dou J, Yamagishi H, Zhu Z, Yunus AP, Chen CW (2018) TXT-tool 1.081-6.1 A comparative
study of the binary logistic regression (BLR) and artificial neural network (ANN) models for
GIS-based spatial predicting landslides at a regional scale. In Sassa K et al (eds) Landslide dy-
namics: ISDR-ICL landslide interactive teaching tools. Springer, Cham, pp 139-
151. https://doi.org/10.1007/978-3-319-57774-6_10

Rahman, M., Ningsheng, C., Islam, M.M., Dewan, A., Igbal, J., Washakh, R.M.A., Shufeng,
T., 2019. Flood susceptibility assessment in Bangladesh using machine learning and multi-
criteria decision analysis. Earth Syst. Environ. 3, 585-601.

Romulus Costache, Quoc Bao Pham, Mohammadtaghi Avand, Nguyen Thi Thuy Linh f, Matej
Vojtek g, Jana Vojtekova, Sunmin Lee, Dao Nguyen Khoi, Pham Thi Thao Nhi, Tran Duc
Dung. Novel hybrid models between bivariate statistics, artificial neural networks and boosting
algorithms for flood susceptibility assessment. Journal of Environmental Management 265
(2020), 1-21, https://doi.org/10.1016/j.jenvman.2020.110485

JI. A. Aponun[L.A.AFONIN]. fBnenwus, npenmectpyronue HapogaeHuto // [lpodbmemsr mpo-
raosupoBanus HaBoauenuit (Problems of forecasting floods and flooding). - 2014. Ne 1. — C.
146 — 152.

International Journal of Information and Communication Technologies, VVol.1, Issue 2, June, 2020

42


https://doi.org/%2010.1016/j.catena.2019.03.016
https://doi.org/%2010.1016/j.catena.2019.03.016
https://doi.org/10.1007/s00477-016-1278-7
https://doi.org/10.1007/978-3-319-57774-6_10

B PA3PABOTKA IIPOTPAMMHOI'O OBECIIEYEHUS U WHXXEHEPUS 3HAHU MW

18. Baktybekov K., Bekmukhamedov B., Muratbekov M., Altynbek S. The method of calculating
of flooding zones on an territory with the use digital elevation model on the basis of successive
pools// ISSN 1811-1165. Eurasian Physical Technical Journal, 2015, Vol.12, No.1 (23). — P.
14-19.

19. Baktybekov K., Bekmukhamedov B., Muratbekov M., Altynbek S. The method of calculation
of parameters of the pressure wave on the rivers and determination of coastal inundation using
digital elevation model// Bulletin of the L. N. Gumilyov ENU, Math series, 2014, Ne6. — P. 5-
11.

20. http://old.aikyn.kz/ru/articles/show/10870-zhazdyk n_sh lde bol anda_

21. L. N. Ignatchenko,A. 1. Kupchishin,A. B. Zhapbasbaev,D. A. Nurmagambetova, B. A. Casano-
vas, K. T. Lawaway, G. A. Boranbay, K. A. Asanovoy, L. P. Morozova, A. S. Kovalevoy, G.
B. Turbocool Section 1 — Temperature air //Handbook on the climate of Kazakhstan. - 2004. -
no. 1. - C. 51-54.

22. Yu. Pushistov, E. V. Viktorov "flood protection™ to innovative integrated flood management
approach //Floods: from protection to control. 2018. No. 1. — C. 18-25.

23. L. N. Ignatchenko,A. I. Kupchishin,A. B. Zhapbasbaev,D. A. Nurmagambetova, B. A. Casano-
vas, K. T. Lawaway, G. A. Boranbay, K. A. Szanowni, L. P. Morozova, A. S. Kovalevoy,G. B.
Turbocool Rudersdal 2 —Precipitation //the Reference climate of Kazakhstan. - 2004. Ne 1. —
C.13-25.

24. https://lwww.gismeteo.kz/weather-almaty-5205/

25. https://ru.wikipedia.org/wiki/ATMochepHbIe OCaaKu

26. Loh, W.Y., 2011. Classification and Regression Trees. Available at:http://pages.stat.wisc.
edu/~loh/treeprogs/guide/wires11.pdf (Accessed 2 September 2017).

27. Loh, W.Y ., 2014. Fifty years of classification and regression trees (with discussions and rejoin-
der). International Statistical Review 82 (3). — P. 329 - 370.

28. D. S. Dzhumabaev, Convergence of iterative methods for unbounded operator equations, Mat.
Zametki, 1987, Volume 41, Issue 5, 637— 645.

Kaoapaxosa C.C.
AJMaThl 00JIBICBIHIAFBI 00J1AIAK Cy TACKbIHIAPbIH
MAIIMHAJIBIK OKBITY J/1iCTePiH MaiiajaHa OThIPbIN 00JKAY

Anparna: Kasipri 3aMaHfbl FBUIBIM MEH TEXHHMKAHBIH JaMybl O13re ol KOJI JKEeTIMl eMec
KONTEreH MYMKIHAIKTEpJI JKy3ere acblpyFa MYMKIHIIK Oepeni. Mplcaibl, opTypii TaOusu
KYOBUIBICTAD MEH OJIapJbIH KACHIPBIH KAayiNTepiH 3epTTey, COHAAl-aK ajJblH aja amarThl
OonapIpMayblH O0JKay, HEMECe CaKTaHy iC 9peKeTTep/l XKacayFa MYMKIHJIIK TyJbIpajibl. AMaK, cy
TAaCKBIHBIHBIH 9CEpl JKOHE OHBIH Maija 0oty >KuiIri Oi3/1H eMipiMi3re OypbIH-COHIBI OOJIMaraH
nopexene ocep eremi. Kpicka Mep3iMae Oy OKWFalapAblH alAblH aly ©Te KWbIH, Oipak
ToyeKemepai OoJabIpMay JKOCHaphl amaTThIH Tepic calgapbhlH a3aWTyel MYMKiH. bByn 3eprrey
KYMBICHl KE3/IEHCOK OpMaH arallbl, CBHI3BIKTHIK perpeccus, MICeNIiM KaOblIaay aramibl >KOHE
TPaIMCHTTIK OYCTHHT 9/IiCTepl KOMETIMEH OOJDKAyABIH TOPT MOJECIIIH Maii1aiaHa OTHIPHIT, AJTMATHI
KanaceiHaarbl Kimni AnmMaTsl e3eH1 6acceiHIHET1 Cy TACKBIHBIHBIH OOJTYBIH OOJKayFa apHaJFaH.

Tyiinai ce3aep: cy TacKbIHBIH OOJDKay, MalIMHANBIK OKBITY, KE3JEMCOK OpMaH aFallibl 9Jicl,
CBI3BIKTBIK PETPECcCHsl 9JIiCl, IIeniM KaOblIaay aFallibl 9iCi XKoHe IPaJUueHTTIK OYCTHHT oJicl.

Kab6apaxosa C.C.
IIpornosupoBanue Oyaymmx HaBoiHeHUI B AJIMATHHCKOMH 00J1acTH €
HCIOJIb30BAHMEM METO10B MAIIHHHOI0 00y4eHH s
AHHOTanusA. Pa3BuTHEe COBPEMEHHOW HAyKW U TEXHUKH MO3BOJIAECT HAM PEAIM30BaTh MHOTHE
BO3MOKHOCTH, KOTOpBIE elle He A0CTynHbl. Hanpumep, ndyyenue pa3andHbIX IPUPOIHBIX ABICHUN
U UX CKPBITBIX OIIACHOCTEH, a TaKXKE IMPOTHO3MPOBAHME MOTYT IPEIOTBPATUTh WIH YCHWINUTBH IIPO-
¢unakTuyeckue MeponpusTHs. PeruoH, HaBOAHEHUS M YAaCTOTa €r0 BO3HMKHOBEHHUS BIUSIOT Ha
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http://old.aikyn.kz/ru/articles/show/10870-zhazdyk_n_sh_lde_bol_anda_
https://www.gismeteo.kz/weather-almaty-5205/
https://ru.wikipedia.org/wiki/Атмосферные_осадки

B PA3PABOTKA IIPOTPAMMHOI'O OBECIIEYEHUS U WHXXEHEPUS 3HAHU MW

HaIlly )KM3Hb B OecrpereleHTHOM cterneHu. OueHb TPyIHO HMPEAOTBPATUTH ATU COOBITHS B KPATKO-
CPOYHOM MEPCIIEKTUBE, HO TIJIaH MPEIOTBPAIICHUS PUCKOB MOXKET YMEHBIIIUTh HETATUBHBIC ITOCIIE/I-
cTBUs aBapun. HacTosiiee uccieaoBanne MOCBSIICHO OLICHKE MOTSHIINANIa HAaBOJTHEHUH B OacceiiHe
pekun Manas AnMaThHKa B AJIMaThl C HWCIIOJIB30BAaHUEM YETHIPEX MOJENeH MPOTHO3UPOBAHMS
CITy4aifHOT O Jieca, TMHEHHON PEerpeccuy, IepeBO PElIeHUH 1 IPpaueHTOro OyCTHHTA.

KutroueBblie cjioBa: MPOrHO3UPOBAHKME HABOJHEHUS, MAIIMHHOE O0YUYEHHUE, METOJT CIIYIaitHOTO
Jieca, METOJT IMHEWHOHN perpeccuu, MeTo I IepeBa PEeIICHUH U METO/I IPAJUCHTHOTO OYCTHHTA.
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BOUNDED SOLUTIONS OF DIFFERENTIAL SYSTEMS
WITH SINGULARITIES AND THEIR APPROXIMATIONS

Abstract. Singular boundary value problems for a linear nonhomogeneous system of ordinary differ-
ential equations on a finite interval are considered. It is supposed that improper integrals of the norm of the
coefficient matrix over semiaxes are infinite

Key words: ordinary differential equations, singular boundary value problem, bounded solution, ap-
proximation, behavior of solutions at singular points, the parameterization method.

Numerous application problems give rise to differential equations on an infinite interval or
with singularities at an endpoint. Various problems for such equations have been studied by many
authors (see [1-8] and references therein). A survey of results on singular boundary value problems
for second order ordinary differential equations, as well as examples of specific physical processes
leading to them, can be found in [4].

It is known that one of the main issues of the theory of singular problems is the problem of
their approximation by regular boundary value problems. The resolution of this problem allows us
not only to construct an approximate method for finding solutions to singular boundary value prob-
lems, but also to establish effective criteria for their well-posedness in terms of approximating regu-
lar boundary value problems.
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