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IMOUHUAJIBIK KJIacCH(PUKALMSA MICeJIeJIePiH TepeH OKbITY apKbLIbI LIENTy

Anparna. Ceilley SMOLMACBIH JKIKTE€Y — Ka3ipri ajeMJeri €H KbI3BIKThI JKOHE KypAewi
MacenenepiH 0ipi. by tarceipMaHbIH 6acThl Keaepriiepiniy 0ipi — SMoIMsIap CyObEKTHUBTI )KOHE
onapbl TaHy KUbIH. OCBI KYMBICTA 013 ayAHO HETi31H/Ie IMOLMUSIHBI KIKTEy MOCENEIepPiH MICIIETIH
TEPeH OKBITY ONICTEpiH YCBHIHABIK. AJ €HIl JKYMbICTa YII OIC KapacTbIpbUIaJbl HKOHE
canbICTRIpbUTABL. bipinmii oxic menOepinae ke Kadartel [lepuentpon moaeni Kypsuiabl. Exinmi
omic y3aK Mep3iMIi Kaa MOJICNbACPIHIH Taairi ToemeHaeyin kepcereai. CoHbIMEH OacKalapablH
apachlHAa €H KAKChl JONIIKKE KETKeH YIIHII 9Jic — Oy KYUKEIIK JKYHeHIH KOHBOJIOLUSIIBIK
MOJEIbIepl. AFBUIIIBIH TITIHETT OPEKET €TYII KoHE CIIOHTAH Il AMOIKSUIAP YJIT1IJIEPIHEH TYpPaThIH
COlJIey KOPIYCHI ErKEH-TEerKeili curnaTTaiFad. ATalFaH JepeKTep 0a3achl OChI YCHIHBUIFaH
OMICTEPIIH KOMETIMEH TEKCEpUIilN, OKBITHUIALL. bi3MiH AMOIMsAHBI XikTey Moceneci ymrH CNN
mozeni 70% MommiKKe KO KETKi3/Ii.
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OBJECT TRACKING

Abstract. Moving object tracking is very useful in many computer vision applications. The most famous
examples are surveillance systems in crowded public places, traffic control systems, motion capture systems
for electronic games, applications for human-computer interaction, and many others. Recently, a large num-
ber of approaches have been proposed for tracking objects. However, no algorithm has yet been developed
that would cope with all the existing problems of object tracking. This article aims to analyze the existing
problems, as well as consider ways to solve them.

Key words: object detection, object tracking, background subtraction, image subtraction, optical flow,
speeded-up robust features.

Introduction

Object tracking is one of the most researchable topics in computer vision today, with interest
increasing dramatically over the last few decades. This demand has been due to the rapid develop-
ment of information technologies, the availability of high-quality, low-cost cameras, and the in-
creased need for tracking applications in various fields such as traffic monitoring, human- computer
interaction, surveillance and medical imaging. Reliable detection and tracking of an object in a vid-
eo remains an open research problem even after several years of study in this field. In spite of sig-
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nificant progress made in recent years, it still remains a very challenging problem. The problems
with existing tracking algorithms are due to a number of factors such as illumination changes, back-
ground noise and occlusion. There is no single tracking algorithm that can cope with all the chal-
lenges. Therefore, this research field, particularly designing a robust tracking approach, is becoming
a very attractive research area.

In general, object tracking is very closely related to object detection in computer vision. In or-
der to track an object, first the object should be accurately detected in a single image that represents
a snapshot of the scene. Continually detecting objects in different frames of a video taken over time
allows us to track an object in consecutive frames, a set of which is known as a video.

A number of tracking approaches and methodologies have been proposed over the last few dec-
ades. Well-known examples are background subtraction, image subtraction (also known as temporal
differencing), optical flow and some statistical approaches. They all have shortcomings depending
on the complexity of images, which do not allow them to be a reliable method of object detection.
For example, a background subtraction method is inefficient for dynamic (changing) backgrounds
and temporal differencing fails to detect stopped objects.

Object Detection and Tracking

Accurate detection of regions that correspond to moving objects in a video scene is one of the
key tasks in many computer vision applications today. The difficulty of this task is mainly due to
continuous changes in natural video scenes such as occlusion, cluttering, illumination changes and
others presented in the last section.

The term object detection means the verification of the presence of an object in image sequenc-
es extracted from a video. Object detection is the first basic step for most computer vision applica-
tions, providing important information, specifically where an object is located in the image, which
can be used to make further analysis easier.

Continuously detecting objects in a sequence of frames allows us to track their motion in a sce-
ne. Tracking an object over time is one of the essential challenges in video processing. Morris [7]
defines object tracking as “following the object’s position as it moves in front of us”. It means that
the idea of object tracking is to analyse video frames and find the location of moving objects in eve-
ry single video frame.

However, Bansal and Mullur [1] argue that the object tracking problem is not merely following
the object position but also estimating other relevant information like trajectory, shape, size and
number of moving objects in an image sequence. In general, definitions may differ based on the ap-
plication context.

The tracking task, in general, can be performed by processing video frames either separately or
jointly. In the case of independent processing, an object tracking process usually consists of two
main stages. It starts with detecting objects in a single video frame and then moves to the next stage
where the moving object region is labelled in an image. This two-stage process is repeated recur-
sively in a loop as demonstrated in Figure 1.

Start || Detect 2 Follow J i
o : : 31 Finisl
video object | object Inish

loop

Figure 1 - Object tracking algorithm general framework

However, this approach does not include temporal information of the object’s previous posi-
tions since each frame is processed independently. Consequently, the approach cannot be used in
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applications such as behaviour detection, motion recovery or position estimation. For these kinds of
system, there is a joint processing approach.

In the case of joint processing, object motion is estimated by continually updating the object
position and using location information from previous frames. In order to make a tracking algorithm
more robust and accurate, it is desirable to keep the object’s position over time, for example as
shown in Table 1.

Table 1 - Object position over time

Time 1 2 3 4 5 6 7 8 9
X 1 2 4 4 6 7 9 10 12
y 1 3 4 6 7 7 4 2 5

To simplify the visual perception of object movement, the coordinate numbers in Table 1 can
be illustrated in a two-dimensional coordinate system by a curve connecting the object’s position in
a scene over time (Figure 2).
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Figure 2 - Moving object trajectory visualisation

The stored information is used to estimate the object’s next position and then compared with
the actually detected one. A very interesting example has been found in the work of Ho & Lou [4].
According to them, after accurately recording a moving person’s motion, we can modify the motion
record to get different motions using a rendering process. For instance, this feature can be useful in
the cinematography industry to produce motion sequences that an actor does not wish to do.

However, object tracking has many other applications used in various fields. The next section
discusses the most useful and important ones.

Applications of Moving Object Detection and Tracking

Notable examples of object tracking are the following:

e Security and surveillance systems. These applications are used for tracking suspicious ob-
jects, as well as monitoring security sensitive areas such as cash offices, public areas, supermarkets
and national borders.

e Robot control systems. The main goal of such systems is to create more human-like “brains”
in robots, forcing them to act like a human by real-time processing of captured images from a ro-
bot’s camera.
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e Applications used in sports are valuable, for example, in understanding the manner of an
athlete’s motion and further improving his or her performance.

e Traffic management systems. The key element of any traffic management system is the ac-
tual information obtained from the monitoring cameras on highways. The system processes that in-
formation and provides accurate measurements for intersection and speed control, traffic light con-
trol, vehicle counting etc.

Moving Object Detection Approaches

This section discusses the results of a study of three well-known and widely used approaches:
background subtraction, image subtraction and optical flow. The penultimate section describes the
SURF algorithm.

Background Subtraction

Background subtraction is a well-known approach for detecting moving objects in static scene
videos. The basic idea of background subtraction is to detect moving object regions by subtracting
the current frame from a reference frame, also called a “background model” or “background im-
age”, and thresholding the resulting image to obtain the moving objects’ regions. In this case,
thresholding means checking the results of pixel-by-pixel subtraction against some threshold value:
if it is above this value, the pixel is classified as foreground. The overall process is illustrated in
Figure 3.

currentframe

THRESHOLD
T

foreground mask

|
0-0- W

Figure 3 - Background subtraction scheme

Background subtraction techniques perform quite well on most video scenes, even with stopped
objects. However, they are usually sensitive to a dynamic background or sudden illumination
changes.

Image Subtraction

Image subtraction, often called “temporal differencing”, is a simple and effective way of de-
tecting changes in a pair of images. The method has been proposed to solve the problem of dynamic
background. As stated in the previous section, if we apply a background subtraction method in situ-
ations with an unstable background, the method will fail to detect the correct moving object regions.
Image subtraction solves the problem.

The concept of the image subtraction technique is to detect moving object regions by taking
pixel-by-pixel differences of two (or more) consecutive frames. Image subtraction operates exactly
as background subtraction, except for the fact that one or more previous frames are used as a back-
ground model.

However, detecting moving objects using an image subtraction approach has two significant
problems. The first issue is the inability to detect objects that are not moving. Let us assume that a
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moving object stops its motion; subsequently, the current image and previous image(s) would be
identical after a short amount of time so no change would be detected after performing image sub-
traction. Eventually, the method would fail to detect the existing object in a scene. On the other
hand, the background subtraction approach does not face such a problem as it is indifferent to
whether an object is moving or not because the background model is always the same for a given
scene.

The second problem of image subtraction is that of producing incorrect results if an object is
moving very fast in a scene. In such cases, the result is two separate object regions (Figure 4), one
of which is a so-called “ghost object”. It comes from the previous frame(s) showing the object’s last
position.

-] )

Previous image Current image Result of image subtraction

Figure 4 - "Ghost object" example

Optical Flow

In computer vision, optical flow is a widely researched topic. The basic optical flow technique
was first described in a paper by Horn & Schunck [5]. It is one of the most influential works on this
topic since the paper describes a baseline for almost every dense flow computation algorithm.

The optical flow method can be used to detect moving objects even with a moving camera and
a dynamic background. The generic process of object detection starts from computing the motion
estimation for each pixel in an image. It then identifies the moving object by the flow in the direc-
tion of an image gradient. Some examples of moving object detection using optical flow are demon-
strated in Figure 5.
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Figure 5 - Examples of moving object detection using optical flow. Upper row: slow-extent motion;
Lower row: large-extent motion
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Above all, it can be concluded that optical flow is an effective approach, but, as Shaikh et al
[8]. reported, computationally complex. Therefore, this method cannot be used in real-time applica-
tions without having powerful software.

Speeded-Up Robust Features (SURF)

SUREF is a quite new scale- and rotation-invariant interest point detector and descriptor algo-
rithm. It approximates or even outperforms previously proposed interest point detector and de-
scriptor algorithms in terms of repeatability, distinctiveness and robustness. In computer vision, re-
peatability is usually considered as when the same keypoints are found in each frame of a video
with changing scenes. The next property is distinctiveness, when keypoints are detected at distinc-
tive locations, such as edges, corners and blob lines. The strength of these two properties defines the
robustness of the SURF algorithm as a whole.

In general, SURF follows the same ideas as the scale-invariant feature transform (SIFT) algo-
rithm by Lowe [6]. The basic idea in developing SURF was to design a high-speed interesting point
detector and descriptor algorithm, without losing the performance of state-of-the-art algorithms. In
order to achieve this aim, Bay, Tuytelaars & Van Gool [3] decided “to reduce the descriptor’s di-
mension and complexity, while keeping it sufficiently distinctive”.

Object Tracking Challenges

In general, object tracking is a challenging task. Even after several years of research in this ar-
ea, it remains an open research problem. There have not been investigated an all in one, robust,
time-efficient and accurate algorithm. Object detection and tracking is so challenging because the
real world is made up of a variety of objects, which all occlude one another and appear in different
poses. Usually, difficulties in tracking objects arise due to numerous factors which can be summa-
rised in the following list:

e Dynamic background. The scene may contain moving objects that should be classified as
background. Obvious examples include the movement of clouds, flowing rivers, the sway of tree
leaves and so on. It is quite a hard problem to distinguish such kinds of environment change from
real object movement.

e Occlusion. During tracking of objects, there may occur object-to-object or object-to-scene
occlusions. In such cases, tracked objects need to be re-identified with the visible part.

e The presence of shadows. Shadows may cause another problem for moving object region
detection since shadows move along with the moving object and might be determined as part of it.

e The speed of moving objects. It plays an important role in object tracking. Many proposed
approaches are dependent on the speed of moving objects. For example, as mentioned earlier, the
image subtraction method fails in detecting stopped or very fast moving objects, resulting in an ap-
pearance of ghost objects.

e Illumination changes. These changes undoubtedly cause problems for accurate object detec-
tion, especially when the change occurs suddenly, e.g. when switching on or off an artificial light in
a room.

e Video noise. Video signals can have different kinds of background noise, such as noises
caused by a camera sensor or lens, or a non-static illumination. It may result in erroneous labelling
of a moving object region.

e Camera jitter. Video captured by a vibrating camera is another object tracking challenge. In
such cases, the vibration magnitude should be taken into account when processing the video frame.

e The computational expense of a tracking algorithm. If an algorithm for object detection and
tracking is used in real-time applications, it needs to be fast enough to process video frames online,
thus, computationally inexpensive.
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e Camouflage. Some objects can have almost the same appearance characteristics as the back-
ground, e.g. objects that have identical colours to the background, which makes their detection dif-
ficult.

Conclusion

This article provided background knowledge on the object tracking topic and discussed brief
information on basic state-of-the-art object tracking techniques. The described techniques are back-
ground subtraction, image subtraction and optical flow. The penultimate section gave a description
of the SURF algorithm. At the last section, the challenges of object tracking processes were listed,
based on the research of existing tracking methods.
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Hebicanabl 0akblIay

Anparna. Heicanasl 6aKbuIayabl )KBUDKBITY KOIITET€H KOMITBIOTEPIIIK KOPY KOChIMITAJIapbIHIa
eTe maiinansl. MyHAail KOChIMIIANapAblH OENriii MbIcangapbl KOIIIUTK >KUHATATBIH Kepiepe
OaxplIay JKYyHeNepiH, MeKTPOHAbl OMBbIHApFa apHaJIFaH KO3FaJIbICThl TYCIpY JKyHenepiH, TpapuKTi
Oackapy KyHenepiH, aiaM MEH KOMITBIOTEPAIH ©3apa opeKeTTecy KOChIMIIANAPBIH *KoHe OacKana-
pbIH KaMTHAbl. COHFBI KBUTIAPHI O0BEKTIIEP/l KalaFaiay TOCUIIEPIHIH KO CaHbl €HTI3UII1. ATaii-
na OOBEKTIHI KaJaranayablH OapiblK KUBIHIBIKTAPHIH KEHE allaThIH alTOPUTM i JKOKTHIH KAachI.
byn makama oObekTiIep/Ii KajgaraaayablH COJT KHBIHIBIKTAPBIH TaJJIayFa, COHIal-aK OJIAPJIbI IICTTY
KOJIAPBIH YChIHYFa OAaFbITTAJIFaH.

Tyiinai ce3gep: oObeKTIHI aHBIKTay, OOBEKTIHI Kajaranay, (POHABIK albIl TacTay, KeCKIHJ1
aIIBIT TacTay, ONTHKANBIK aFbIH, )KEJENIETUINeH CEeHIM Il MYMKIHIKTEP
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OtcaexunBanne 00LEeKTOB
AnHoTanus. OTCleKMBaHUE IABUXKYIIMXCS OOBEKTOB OYEHBb IMOJIE3HO BO MHOTHX MPHUIIOXKE-
HUSX KOMIBIOTEPHOTO 3peHUs. XOpOIIO U3BECTHBIE MPUMEPHI TaKUX MPUIOKEHUN BKIFOUYAIOT CHU-
CTEeMBbl HAaOIOACHUS B MHOTOIIOJHBIX OOIIECTBEHHBIX MECTaX, CHCTEMbI 3aXBaTa IBUXKCHHS IS
AJICKTPOHHBIX WP, CHCTEMBI YNPABICHUS TOPOKHBIM JIBIKCHUEM, TIPUIOKEHUS JJI B3aUMOJCH-
CTBHSI YEJIOBEKA C KOMIIBIOTEPOM M MHOTHE Jpyrue. B mociennue rogsl OblI0 BHEAPEHO OOJIBIIOE
KOJIMYECTBO TMOAXOI0B K OTCICKUBAHUIO 00beKTOB. OTHAKO TOKA HE pa3pabdOoTaH alroOpuTM, KOTO-
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pBIi cripaBUIICS OBl CO BCEMH CYIIECTBYIOUIMMHU MTPOOJIEMaMU OTCICKUBAHHS OOBEKTOB. JTa CTAThs
NpU3BaHa MPOAHATM3UPOBATH CYIIECTBYIOIINE POOIIEMBI CIIEKEHHUS 32 OOBEKTaMH, a TaKKe Mpei-
JIOKHTDH CIIOCOOBI UX PELICHUSI.
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IMPOEKTUPOBAHUE CXEMBI A3l JAHHBIX JIJI1 HHOOPMAIITMOHHOM
CUCTEMBI 11O CBOPY JAHHBIX

Annomanyusa. B cmamve npuseden npoyecc pazpadbomku cxemot bJ{ 0 cucmemul no pabome ¢ Ouna-
MUYECKUMU OAHHBIMU, 4 MAKICe OCHOBHAS KOHYENYUsi CO30AHUL CMPYKMYPbl mabauy 01 UHmMmepHem maza-
3UHA.

Kniwouesvie cnosa: pazpabomxa, cxema 6azvl OauHbIX, (Popmamuposanue OAHHBIX, MECMUPOGAHUE
cucmemsl, 6a3a OAHHBIX

Beenenue

Cxema 0a3bl JaHHBIX - 3TO €€ CTPYKTypa, OMHCcaHHas Ha (pOpManbHOM s3bIKE, MOJIEPKHUBaE-
MoM cucteMol ynpasieHus: 6azamu naHHbIX (CYB/]). Tepmun «cxema» OTHOCUTCSI K OpraHU3al|U
JTAHHBIX, KaK K CXeMe MOCTpoeHUs 0a3bl JaHHBIX (pa3feeHHON Ha Tabauibl 0a3bl JaHHBIX B CiIydae
peNAUOHHBIX 06a3 HaHHbIX). DopManbHOE OIpesiereHre cXeMbl 0a3bl JaHHBIX - 3T0 Habop popmy,
Ha3bIBAEMBIX OrPAaHMUYEHHUSMHU IEIOCTHOCTH, HAJIOKEHHBIMU Ha 0a3y JaHHBIX. DTH OTpaHUYECHUS
LEJIOCTHOCTH O00ECIeUMBAIOT COBMECTUMOCTh MEX]y YacTAMU cXeMbl. Bce orpaHmyeHusi Bblpa-
KAIOTCA Ha OJHOM s3bIKe. ba3a MaHHBIX MOXET paccMaTpUBaThCi KaK CTPYKTypa B peaju3aliu
s3pika 0a3 maHHbIX [1]. COCTOSHUS CO3MaHHON KOHIIENTYalIbHON CXEMBI MPEoOpasyioTcs B SIBHOE
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