6.

7.

8.

10.

11.

[ | NHTEJUIEKTYAJIBHBIE CUCTEMBbI [ |

Osipov G.S. Optimization of single-channel queuing systems with an unlimited queue // Bulle-
tin of Science and Practice. 2016. No. 9 (10). S. 63-71.

Sebeshev V.G. Features of work of statically indeterminate systems and regulation of efforts in
structures. - Novosibirsk, 2009.-164 p.

Khachaturova K.R. Information technology as a means of development of creative abilities of
primary school pupils in natural science lessons // Global scientific potential. 2015. Ne 9 (54).
111-113 p.

Masalovich, A. Neural network - the financier's weapon / A. Masalovich [Electronic resource] /
Virtual computer museum. - Access mode:
http://www.computermuseum.ru/histussr/neiro_net.htm (date accessed: 03/20/18).

Serdyukov, V. I. The use of artificial intelligence elements to improve the reliability of tech-
nical products / V. I. Serdyukov, N. A. Serdyukov, S. 1. Shishkina // Bulletin of mechanical en-
gineering. - 2017. - No. 10. - P. 29-32.

Serdyukov, V. I. Improving the failure-free operation of products using elements of artificial
intelligence / V. I. Serdyukov, N. A. Serdyukov, S. I. Shishkina // Bulletin of the Moscow State
Technical University. N.E. Bauman. Series: mechanical engineering. - 2017. - No. 1 (112). - P.
62-72.

About authors:
Samat B. Mukhanov, Master of Technical science, senior lecturer, Computer Engineering

and Information Security, International Information Technology University.

Arman Ye. Alimbekov, Master student in «Data Science», tutor, Mathematical and Computer

Modeling Department, International Information Technology University.

Gaukhar S. Marat, Master student in «Data Science», tutor, Mathematical and Computer

Modeling Department, International Information Technology University.

Aibanu M. Uatbayeva, Master student in «Information Systemsy, International Information

Technology University.

Assylkhan A. Aldanazar, Master student in «Computer systems and software engineering,

International Information Technology University.

UDC 004.896

M.A. Mukanova, 1.V. Krak, A.A. Kuandykov, A.S. Sagalova, D.A. Baibatyrov
International Information Technology University, Almaty, Kazakhstan
USING VISUAL ANALYTICS TO DEVELOP HUMAN AND MACHINE-CENTRIC
MODELS: A REVIEW OF APPROACHES AND PROPOSED INFORMATION
TECHNOLOGY

Abstract. The use of a visual analytical system in machine learning is the basis for the integration of

human and the use of his intellectual capabilities in the construction of models. At the same time, visual ana-
Iytics is used to expand human knowledge and is used as a research tool. We investigate the forms and goals
of using visual analytics workflow towards the formation of the final product. Workflow is divided into hu-
man-oriented and machine-oriented in order to build a model as an information processor and decision-
making mechanism. Models are built on the basis of the end user, which can be either a machine or a hu-
man. The concepts of model building and the role of machines and humans in these processes are investigat-
ed. A practical implementation of the classification information technology in the studied concept ‘using op-
posite model’ in the machine-oriented visual analytics workflow for using the machine model is proposed.
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The basis for this model is a model formed and used by human. To classify data, human intellectual abilities
are used. The boundaries of classes are determined by a human and then projected into a hyperspace of at-
tributes with the formation of a classification model that the machine uses. Information technology allows
the machine to use a model built for humans.

Key words: Visual Analytics, Classification, Mental Model, Formal Model, Dimensionality Reduction,
Information Visualization

1. Introduction

The visual presentation of information plays an important role in the resulting display of data
analysis results. This method is the most informative and allows transferring a large amount of in-
formation for a human due to his physiological features of the perception of the outside world. The
development of a simple presentation of information and analysis into structured analytical methods
has allowed forming a concept of visual analysis. This concept provides analytical methods for the
interactive interaction of a machine and a human. The goal is to maximize the use of the capabilities
of the machine and human. A machine is able to present information in the form of data structures,
summaries of results, graphic representations. A human is able to interpret the visual representation
of data in the form of knowledge and analytical goals and transform the interpretation of infor-
mation both in the form of intermediate solutions for the subsequent stages of analysis and in the
form of final results. The evolution of information visualization is presented in the form of an inter-
active interaction between a machine and a human. The interactive visual presentation allows gen-
erating the resulting analytical data and aggregates them in the necessary way to summarize the data
with emphasis on various aspects. They can also present analytical conclusions with presentation
parameters. Analytical methods of transformation and information processing can be based on the
methods of data mining and machine learning. The visual analysis enables a human to determine the
importance of the data provided, determine patterns, and also discard data that does not deserve fur-
ther analysis. It also allows to select and work with subsets of data, operate with parameters and de-
termine their importance of influence. Visual analytics provides an iterative process of interaction
and interpretation to determine different points of view for making optimal decisions at every step
of the analytical process. The combination of the computing capabilities of a machine, the visual
presentation of data as a link between a machine and a human, and the intellectual capabilities of a
human allow improving the process of cognition of the surrounding reality. Since the analysis pro-
cess is a dynamic process and a human interacts in some way interactively with a visual analytics
system, often human-machine interaction systems are called “human-in-the-loop systems” Endert
A. et al. [1], which found the greatest distribution in research.

We will consider the aspects of using visual analysis in terms of the effective use of man and
precisely his intellectual capabilities for machine learning. Based on the analysis of the use of visual
analytics in human-machine interaction, we define the aspects of human use in order to obtain the
final product of this interaction. After defining the concepts and aspects of use, we will offer infor-
mation technology that allows practically implement the technique of using a machine learning ma-
chine model formed by a human as a decision-making mechanism. The proposed approach is im-
plemented in the form of visual analytics tools as a means of direct manipulation of data graphs to
build models in the concept of human-machine interaction. The tool allows introducing a new as-
pect into the concept of using and building visual analytics workflows.

2. Related Work

2.1 Using the concept of visual analytics

The use of visual analytics is a dynamic process and is put into practice in visual workflow.
The visual workflow consists of two types of components that are developed for the machine and
for the human. These components are the epitome of combining the two machine-centric and hu-
man-centric concepts. Chen M. and Golan A. [2] provide a categorization of workflows in data
analysis and visualization and expanded workflow analysis based on the information-theoretic
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framework for visualization Chen M. and Jéanicke H. [3]. The division into six classes of workflows
in data analysis and visualization, and identified four levels of typical visualization components al-
lows defining the workflow concept for which the visual analytic tool is being developed. The spe-
cific parts of machine and human components for different workflows will be different. Four levels:
disseminative, observational, analytical, model-developmental visualization Chen M. and Golan A.
[3] determine the directions of two main areas of the workflow. These two directions flow from the
concepts of centering: machine or human. From a workflow perspective, it's better to talk about
processes and not about components. Visual analytics workflow is used to solve a specific task or
series of tasks. The final consumer in using the workflow result is or machine or human. The levels
of visualization of disseminative, observational, analytical are generally intended for a human as an
end-user. The model-developmental level is used when forming a model for machines. The con-
sumer of visual workflow results is central to the machine-human tandem. Therefore, two areas of
workflow development should be identified: human-oriented visual analytics and machine-oriented
visual analytics. This strict separation is important because it allows determining the object of con-
sumption of the results of using visual analytics. If the main consumer is a machine, the visual
workflow is used for computation of statistical indicators, supervised or unsupervised models clas-
sification, anomaly detection, prediction, features selections, comparative analysis and so on. The
machine uses a human to solve the problem. A human helps a machine do its job better. The result
of this interaction can significantly improve the quality of the result and determines the use of visual
analytics. To automate processes, machine learning is actively used. Active participation of a hu-
man in machine learning processes allows the effective use of human intellectual abilities Amershi
S. et al. [4]. Also in reference systems Jannach D. et al. [5], Pan W. [6], anomaly detection Zhao J.
et al. [7], Cao N. et al. [8], McKenna S. et al. [9], use in Industry 4.0 Wu W et al. [10]. Using for
diagnose the training process of tree boosting Liu S. et al. [11], diagnose and validate classifiers
Krause J. et al. [12], Ren D. et al. [13], Alsallakh B. et al. [14], comparison and selection of cluster-
ing models Cashman D. et al. [15], Kwon B.C. et al. [16], selection of decision trees Miihlbacher T.
et al. [17], selection and optimization of neural networks Strobelt H. et al. [18], Liu D. et al. [19],
Kwon B.C. et al. [20] and so on. Visualization is used for the effective use of human intelligence.
Machine learning is implemented by the machine and a human helps to do it better. Sacha D. et al.
[21] proposed the ontology of VIS4ML, namely “visual analytic assisted machine learning”.
VIS4ML allows to practically identify workflows in which visual analytics has been used to help
improve machine learning. To determine the descriptive attributes by which the target motivation
for using visual workflow can be identified, the paper defines the goals of using visual analytic for
machine learning G1-G6. We can say that in this case, the human helps the machine because visual
analytics assisted machine learning.

To obtain knowledge, cyclic interactions between computing processes, data transformation
and visualization of content are used. van Wijk J.J. [35] Federico P. et al. [36], YALCIN M. A.
[37], Keim D. et al. [38, 39] described the visual analytics process as a process of cyclic interaction
of a machine and a human in order to obtain knowledge from the transformation and visualization
of data. The flow diagram of processes represents the interaction of computational methods, visual
interactive interaction and data transformation, and as a result, is gain knowledge. In these studies,
the consumer is the user of the results of the interaction processes. A human gains new knowledge
by improving his intellectual abilities.

Visual analytics is a dynamic process that is implemented by workflow and is based on the in-
teraction of human and machine. It uses processes to generate content and as a result of achieving
the goal through visual analytics workflow.

2.2 Model concept in visual analysis
The definition ‘model’ is used in different interpretations depending on the subject areas. The
concept of a model is used in various aspects of application. A human construct to help better un-
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derstand surround real world systems Hestenes D. [40]. In the general case, the model can be con-
sidered as an information processor that has input data and output the expected result. Consider us-
ing the concept of a model in visual analytics. Very often, the concept of a model is determined by
the context of its use. Booth P. et al. [41] describes the processes of interaction between human and
machine in order to obtain a solution based on visual analytics. The survey summary presented sys-
tematization of models. Models are described for types, names, division of labor, information flow,
elements and processes. The model is considered from the point of view of the process. Series of
papers Booth P. et al. (Analytical Behavior Model) [41], Federico P. et al. (Conceptual Model of
Knowledge-Assisted Visual Analytics) [42], Sacha D. et al. (Knowledge Generation Model) [27],
Green T. et al. (Human Cognition Model) [42], Pirolli P. et al. (Notional model of sensemaking
loop) [43], van Wijk, JJ (Simple model of visualization) [35], Lammarsch T. et al. (Visual Analytics
Process) [44] consider the model as a process for obtaining a specific result - a solution. The models
describe the processes of effective interaction between human and machine to help human in mak-
ing the necessary and right decisions.

Andrienko N. et al. [45] considers the model as the result of visual analytic workflow, provides
basic concepts and definitions when using Visual Analytics as Model Building. The concept of
mental model is defined as a concept of a formed understanding by a human that can be described
as a decision-making mechanism by a human. An important aspect is that the result of a workflow
is a product for human consumption. Not a decision is formed, but a decision-making mechanism.
This concept of the model is very similar to the concept of the model with the use of statistical and
machine learning. A computational computer model is defined as a formal model. As visual analyt-
ics seeks to benefit from the close interaction of human and machine, the concept of a model has
been analyzed and generalized. Conceptually, mental and formal models differ only in the consum-
er of these models - human and machine. In the future, we will use the definitions indicated by An-
drienko N et al. [45].

3. Model usage generalization approaches

Considering the interaction of human and machine, it is necessary to focus attention not on the
process but on the achievement of a specific result. The main role of using visual analytics work-
flow is to achieve a specific goal. This is presented in the form of a model, which is a decision-
making mechanism. The model can be used by the consumer in the form of a human or a machine.

If a human wants to form a mental model, it is necessary to be based on initial knowledge
gradually learning to form a mental model.A machine learning model must have the Interpretability
Murdoch W.J. et al. [49], Zhao X. et al. [50]. Interpretability is ability of humans to understand the
formal model and gain new knowledge to form a mental model. In general, Interpretability is desir-
able but not required. The main thing is to obtain the same results when using a formal and mental
model.

Used when the analyst has an initial mental model that is adjusted in the cognitive process.

The formation of models is possible in two ways:

1. One of the models is fully formed and on the basis of it the necessary model is formed.

2. Formed parity formation of models. Models are formed gradually, mutually improving each
other. However, the basic model is ahead of development and pulls up the necessary model. This
option is the most used in complex problems and is characterized by iterative processes. Machine
and human help each other in the formation of models.

- using opposite model. Initially, there is no basic initial model. To create the necessary model,
the opposite model is used.

The formal model is the basis for the formation of human basic knowledge. There is a process
of complete training and acquisition of knowledge by a human using a formal model. This is how
the mental model is formed. The mental model is a local representative of the formal model, pre-
sented on the human side.

International Journal of Information and Communication Technologies, Vol.1, Issue 3, September, 2020
78



[ | NHTEJUIEKTYAJIBHBIE CUCTEMBbI [ |

Forming a formal model using the mental is a complex process. To do this it’s needed to some-
how transform the mental model into a formal one. Make a projection of the understanding of hu-
man into the plane of understanding of the machine. An important factor is the lack of an initial
formal model. The model is built but it is mental and the machine cannot use it. To do this, it is nec-
essary to build a local representative of the mental model on the machine side or make a projection
to the machine level or convert it to a formal model.

4. Human in visual analytics

Using visual analytics allows use of human intelligence and be useful to humans:

a) allows to effectively use the intellectual abilities of a human. Human intelligence is a re-
source that must be used effectively. One of the goals of visualization is to most effectively expand
the capabilities of the system using a human. If we consider the end result, for example, machine
learning, it can be improved by effectively integrating a human into the system using visual analyt-
ics.

b) allows a human to delve into the data. Using visual analysis, a human more and more under-
stands different aspects of data, internal connections, structure, characteristics of signs. This helps
to clarify the picture of the effective use of data capabilities. Visual analysis is carried out to solve
the tasks. However, very often the analysis has a research character. In the process of analysis, new,
previously unknown, patterns in the behavior of data can be revealed. New aspects of the analysis
results lead to the correction of the tasks and decisions made.

¢) analysis process allows to improve a human’s qualifications. More deeply immersed in the
data in the process of visual analytics, a human learns. Analytical work expands a human’s qualifi-
cation abilities in the field of data analysis, formats the aspect of data mining. In this case, we have
two-way communication. For example, a human improves the model, and the process of improving
the model teaches the human, while using elements of research work, increasing the level of human
qualification. This process is beneficial for both the machine learning model and the human. Hall
K.W. et al. [51] describe improving skills in both visualization and domain areas as results of im-
mersion.

d) visual analytics is a dynamically expanding direction towards in-loop learning capabilities.
Using visual analytics allows enhancing the skills of human analytics. A human with improved
skills and acquired knowledge sees ways to improve visual analytics tools and improve visual ana-
Iytics workflow in domain areas. This indicates a cyclical aspect of the evolution of human-machine
interaction through visual analytics.

5. Generalization of the concept of development of visual analytics and the position of our

work

In this section, we generalize the research of visual analytics and designate the provisions of the
proposed information technology in the context of the proposed concepts.

The use of visual presentation has accelerated significantly over the past few years. One can
observe the intensification of the integration of human-machine interaction. Many areas of visuali-
zation use concepts are close and often have much in common. The analysis of studies in the previ-
ous sections on the use of visualization in the interaction of a machine and a human is generalizing.
The direction of generalization is based on the definition of the goals of using visual analytic work-
flow. Often the use of visual analytics is aimed at the process of learning new things, expanding
knowledge, and the like. Another direction of using workflow is to get the result in the form of a
solution. More promising is not getting the final product, not a solution, but a decision-making
mechanism. The mechanism is implemented in the form of an information processor for decision-
making and has the name 'model’. A decision-making mechanism or model can be built for both the
machine and the human and is designated Andrienko N. et al. [45] as a formal and mental model. It
should be noted that in the development of visual analytics, the concepts of human and machine are
much similar as consumers of models. The concepts of the formal and mental model differ only in
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consumers - machine or human. A promising development is the construction of relationships be-
tween models and, on the basis of them, the development of new techniques for their use. This is a
natural development of the processes of integration of human-machine interaction based on the de-
veloping capabilities of visual analytics. Moreover, a human is not a simple user but a necessary
part of the system, benefiting both for a human and regarding the use of a human (Section 4).

A workflow designed to provide a decision-making mechanism can be oriented to a human or
a machine as consumers of a product - a model. Accordingly, there are two types of work processes:

human-oriented visual analytic workflow - product mental model;

machine-oriented visual analytic workflow - product formal model.

Our work is a continuation towards the development and use of the capabilities of visual ana-
Iytics. The ultimate goal of research is the development of information technology model construc-
tion. This technology should occupy a certain position in the concept of visual analytics. To this
end, research was conducted in the direction of generalizing the working processes of visual analyt-
ics and systematizing the directions of their development, depending on the objectives of the analy-
sis. The study had several stages and is displayed in the previous sections. They consisted of: con-
ducting a generalized analysis of the processes of visual analytics and designating the directions of
development of visual analytic workflow; defining goals for using workflow to implement specific
model-building techniques (Section 3).

6. Information technology for model building

This section provides information technology in the context of machine-oriented visual analytic
workflow.

In recent years, researchers have generalized and determined the direction of development of
the interaction of the machine and human through visualization. A systematic approach is presented
in papers Endert A. et al [52] integrating machine learning into visual analytics, Jiang L. et al [53]
interactive machine learning, Cui W. [54] visual analytics, Andrienko N. et al [45] visual analytics
as model building, Sacha D. et al [55] visual interaction with dimensionality reduction. Various as-
pects are considered as well as the use of visual tools. The visual tool must be used in the concept of
implementing a specific workflow. Human machine interaction relies heavily on developing a visu-
al tool. Visual tools is the link that connects the machine and the human through a dialogue of
communication. Based on section 3, we define the ultimate goal as obtaining a formal model using
visual analytics. We will demonstrate the use of human in constructing a formal model in the con-
cept of “using opposite model” using the classification example.

In the machine supervised learning, we need to initially label the data. For labeling data, a hu-
man is used as an oracle, including using visualization of Bernard J. [56]. A human has a mental
model that he uses to label data based on visual data grouping. Further, the data is used to obtain a
formal model. A visual representation of grouped data using dimensionality reduction methods can
be used for classification. Choo J. et al. [57], Yan Y. et al. [58] use data grouping visualization for
classification as an interactive visual analytics system. In this case, the mental model is part of the
Analytics System. A human takes an active part in the classification and is its integral part. Visual
tools provide data in a convenient way for human use.

We propose a different approach. Analytics system forms a mental model at the training stage.
Next, from the mental model we get the formal model, which we will use in the future. Obtaining a
formal model from the mental one consists in defining the boundaries of the zones of class for-
mation. A human visually defines the boundaries of classes indicating to the machine where and
which classes and their boundaries. The boundaries of the class and determine the relationship of
the data item to the class. The class boundaries that a human visually draws are projected into the n-
dimensional hyperspace of attributes. The formal model actually consists of the rules for the posi-
tion of the data element in the hyperspace of attributes relative to the boundaries of classes. Thus, a

International Journal of Information and Communication Technologies, Vol.1, Issue 3, September, 2020

80



[ | NHTEJUIEKTYAJIBHBIE CUCTEMBbI [ |

formal model is built for the machine based on the concept of “using opposite model”. The formal
model here is the use of the mental model in a form convenient for the machine.

7. Separating n-dimensional objects by hyperplanes for classification based on data

visualization

7. 1 Introduction and statement of the problem classification based on visualization

The classification task is one of the important parts of machine learning. In general, it consists
in the fact that there is some finite number of objects from the studied problem, and it is known to
which classes they belong, it is necessary to develop a system that will allow determining the be-
longing of new objects from this area of the task.

The main problem of visualization of multidimensional data relates to their presentation in two
or three dimensions with minimal loss of information. Visualization is also useful for comparing
various methods of reducing the dimension, which is generally quite easy to analyze. Visual presen-
tation of data is the most informative for human perception. For data analysis and decision making
based on the maximum information content. For this reason, the development of data visualization
techniques is an important area. Many methods of reducing the dimension allow to reveal the hid-
den data structure and allow to find latent features. This can manifest itself in the spatial grouping
of data, the formation of structures and clusters, as well as the degree of separability. Data separa-
tion is an important feature in classification tasks. At the same time, noise, redundancy and ambigu-
ity of data can be reduced Cox T.F. and Cox M.A.A. [64]. It should be noted that, in general, the
ultimate goal of visualization is to reduce the dimension of the feature space to a low-dimensional
space that can be visually displayed.

Suppose we have a data set and we need to determine the measure of similarity between the da-
ta. This measure shows how similar or different two objects are. This can be obtained in various
ways, such as calculating the correlation coefficient or the hermetic distance from the vector repre-
sentation of the data. In MDS, each object in a low-dimensional space is represented by a point, and
the distance between the points displays the original information about the similarity. That is, the
greater the differences between objects, the farther they should be in low-dimensional space. The
geometric location of the points allows to visualize the hidden data structure. This makes it easier to
understand the data structure. Visually definable data clusters, agglomeration and separability of
data. It is also possible to visually determine the boundaries of geometric formations based on the
tasks of researching data and visualized hidden data structures. Based on this, MDS was chosen for
data visualization, as a method that is based on "geometric distance", as a measure of the difference
of objects. The visualization of the boundaries of agglomerations also uses geometric constructions
based on distances. Thus, we can visualize the boundaries of the data sets. Information visual data
analysis we can display on the data space. Thus, complementing the information content in the di-
rection of the task of analysis.

A variety of solutions and approaches using the characteristic space of the studied data and
their results are correlated. This is explained by the fact that they use a single attribute space with
the extraction of its properties and features. The result of their result of their work is estimated by a
number of metrics. A feature of the research presented in this paper is the development of a new
technology, which is based on maximizing the use of the information component of the data set, by
visual representation of the relationship between the common features. Visualization allows to show
the hidden data structure, expanding their information content. This is an important element. How-
ever, it is necessary to expand the information content of the data by adding data management ele-
ments. One of the data management tools is the formation of data group boundaries on the visual-
ized space. Thus, we not only see grouped data, but also limit the objects to our borders, which, in
our opinion, based on the visual presentation, will belong to this group. This group can be a cluster,
class.
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Using this approach allows:

1) visualize the objects in question in the reduced space of generalized features in order to as-
sess their distribution;

2) analyze the resulting groupings of objects in order to determine the nature of the sets and
distributions;

3) most effectively assess the location and outlines of the lines that need to be set to divide the
set of objects into the necessary classes;

4) using the given class restriction lines to build hyperplanes-analogues in the input-
dimensional space that define the boundaries of the classes;

5) use the designated volume of space for further classification.

In general, denote x=(x1,x2,...,xn)T where T - the sign of transposition, a feature vector,

which characterize the object.
Since some objects belong to the same class, they are similar to a combination of characteristic
features. We study the classification task for which the training sequence is determined

Q, ={x:x(2),...,x(m)} where x(j)=(X;,,....X;,)", =1L m a feature space whose elements corre-
spond to different states of objects in the test domain. The classification problem, consider this: its
need to find a hyperplane w' x+b=0,xeR" that when x(j)eQ, (1) the inequality w'x+b>0

and when x(j)eQ, (2) respectivelyw” x+b<0. Here Q (1)c Q, - a subset of feature vectors that
correspond to the objects of the first class, QX(Z)C (), - a subset of signs for the second class,

Q =Q [1)uQ,(2). w=(w,,..,w,)" - the coefficient vector, b - a some number.

The most simple in terms of application technology research is the problem of binary classifica-
tion. Objects are divided into those that belong to the class and those who do not belong to the class.
At the same time it is the basis for more complex tasks. We will consider the problem of two-class
classification as the basic task of using information technology.

Classification tasks use labeled data. Each object is associated with an element of a finite set, a
class label.

One of the main tasks in the first stage of data analysis is determining the classified data. It is
necessary to evaluate the data from the point of view of separation. In this case, the visualization of
data, namely the reduction of the dimensionality of signs to the space that can be visualized. The
main task is to identify hidden patterns in sets of features based on a priori assumptions and the na-
ture of these patterns. The classification task is considered in the field of classified texts. Here the
number of signs can significantly exceed the number of objects of classification. This generally im-
pairs data separability. However, it is possible to give an assessment using visualization. Since we
use the training sample, the data must be separated by the classes we need. To evaluate the data for
the ability to be divided into classes is a difficult task from the point of view of formalization. It is
difficult to find approaches that provide such an opportunity. The most informative is the visualiza-
tion of a set of interrelations of separating features from the point of view of analysis.

Therefore, it is necessary to visualize the training set to determine the location of the data in the
feature space behind the division into two classes.

Visualization is the presentation of information in graphical form capable of analyzing a hu-
man. This includes the presentation of information dependencies in one, two and three-dimensional
space, presented in graphical form.

Particular attention is paid to quality preservation of dependencies and information laws, which
are characteristic of the original data. This grouping, distribution, form clusters, separability, etc.

The set of objects is determined feature space, which is represented in the form of a certain vec-
tor. The degree of similarity of objects is calculated on the basis of distances between the vectors of
these objects. Vectors are identical, if the distance between them is zero, and the vectors are similar,
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if the distance between them is less than some threshold limit € =0 and different, if the distance is
greater¢.

As a basic visual space we will use two-dimensional graphic space. This space is sufficiently
informative and technically convenient in terms of the implementation of information technology.

The original is the n-dimensional feature space of objects. We need to reduce the space to two-
dimensional based on the distance between the signs. For this we will use the method of multidi-
mensional scaling, which allows for the necessary reduction.

The method of multidimensional scaling allows to place objects in a space of some small di-
mension (in this case, it is equal to two) in order to reproduce the observed distances between them
with the smallest error. Thus, representing the visibility of the location of objects in the generalized
two-dimensional space of generalized features Cox, T.F. and Cox, M.A.A. [64], Krak I.V. [65].

Further, data visualization is used as a way of displaying a multidimensional distribution of da-
ta on a two-dimensional plane, in which, the basic patterns inherent in the original distribution are
qualitatively displayed. At the same time, it is necessary to minimize the loss of information content
and its manifestations in the cluster structure, topological features, and dependencies between the
characteristics of the location of the data in the original space. With a small amount of data, visual
display allows to determine the existence of information links, which are weakly manifested when
using methods in combination. In this case, informational links are difficult to determine with ap-
proaches that use a different nature of model formation Barmak O. et al. [66], Manziuk E.A. et al.
[67].

The initial information is presented not in the form of a “object-feature” type table, but in the
form of a square symmetric matrix D of mutual distances of objects from each other. At the inter-
section of i- row of j column in the matrix is the value of the distance from i to j object

Thus, first, each object is assigned coordinates in a multidimensional space. The task of multi-
dimensional scaling is to construct a data set in the usual three-dimensional space or on a plane so
that the distances between objects most closely correspond to the distances specified in the matrix
Cox, T.F. and Cox, M.A.A. [64]. The input coordinate axes can be interpreted as some implicit fac-
tors, the values of which determine the differences between objects. If we provide each object with
a pair of coordinates, then the result will be an image of the data visualization. Consider the classi-
fication method as an information technology, which is a sequence of steps.

7.2 Multidimensional scaling feature space

Initial data for the scaling is a matrix of pairwise distances between objects. Distance between i

and j object is designated 5ij=d(Xi,Xj). Objects are defined by multi-dimensional
points X; = {xil, Xi2 s Xin } i =1...n. The distance is calculated as follows:

cl(xi,xj)z(zn:(xik—xjk jz 1)

k=1

The distance between the points in the space of lower dimension (reduced space) will be at a
similar (1) and denoted by the formula d(Yi Y )

Scaling aims to find points in space Y; = {Yi1, Yiz, Yin }- i =1,n s0 that the distance between

the points in the reduced space was the closest to the distance in the multidimensional input space.
Thus it is necessary to minimize the error display. Accordingly, display quality measure is deter-
mined o - stress (stress):

U:ZWij(d(Yi'Yj)_gij)z’ (2)

i<j
where w; - non-negative weight.
When normalizing the stress is defined as follows:
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2w, (d(Yi’Yj)_é‘ij )2
o=2 . (3)

> W6,

1<)
The normalization allows to seize the interpretation of visual quality, and reduce dependence
on the number of objects and their locations.
For pairwise distance matrix formed D in a multidimensional space will carry out the follow-
ing preliminary steps:
1) double centering matrix by one of the known methods;
2) based on the output dimension n define eigenvectors €;,¢€,,...,e, of the obtained matrix;

3) calculate the matrix X = E A%°. E_ - matrix of eigenvectors €,,e,,...,6,. A, - a diagonal
matrix of eigenvalues.

Then, the coordinate matrix that is used to obtain a multidimensional scaling by eigenvalue de-
composition of the matrix B = XX ".

Note that the error function in different types of projection data are quite extensive and are
based on interpretations of the multidimensional scaling and optimization algorithms. Multidimen-
sional scaling in the information technology is used as the most comprehensive approach In various
specific cases, various modifications may be used. In case of non-metric methods of multidimen-
sional scaling, not quantitative measures of object similarity are used, but only their relative order.
The minimization of the stress function o corresponds to finding the most optimal agreement be-
tween the matrix of the initial distances and the matrix of the resulting distances.

7.3 Minimizing stress function

To minimize the stress function, the approach is to find the proximity matrix and use iterative
algorithm SMACOF (Scaling by MAjorizing a COmplicated Function - scaling for majoration
complex functions) to a predetermined stress value. SMACOF algorithm is based on the strategy,
the use of which provides a good convergence model. The goal, in accordance with the principle of
majorization, is to find a simpler and more controlled function g(x, y) that majorizes the objective

function f(x).

At the same time for all x. g(x,y)> f(x), here y- a fixed reference point values. The refer-
ence point is the point of tangency surface g(y, y)= f(y) while minimizing point x, satisfies ine-
quality f(x.)<g(x.,y)<g(y,y)= f(y) forming thereby a layered structure.

Generally majorization is an iterative procedure consisting of several steps:

e determining a reference point y =Y, ;

e calculation x« based on the condition g(x,,, y)S g(y, y);

e o to the previous step of the installation y = X. if the condition has not been reached
fy)-f(x)<e.

This approach successfully generalized multidimensional spaces subject to the inequality, and
is used to minimize the objective function.

On the function of domination g(x, y) imposed a number of conditions, which cause the ad-
vantage of its use. Required:

e minimize easier than f(x);

® be at least in the initial field than the original function f(x)<g(x,y);

e be tangent to some function f(x) a foothold f(y)=g(y,y).

SetY = {Yl,Yz,...,Ym} m iteratively calculate points using the transformation Guttman L.
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Yin =V+B(Yk )Yk’ 4)
where k - the number of iteration;
V" - pseudo inverse matrix for the matrix of weights V with elements

Y ()
i=1, j#i

matrix B(Y, ) elements comprises:

_ Vi iz j&d(y,Y,)=0;

by = diYi,YJ- ) (6)
0, j&d(Y,Y,)=o0.
m
by =- Zbij' (7)
i=1, ji
With the proviso that in formula (4) scales w; =1 we obtain
Vi = % B(Yk )Yk' (8)

Hence, for the construction of domination procedure, it's must perform the following actions:
e set the initial value of the reduced space Y, ;

e write the stress function o = Zwij (d (Y- Y, )—5—- )2 ;

i i
i<j

e find the value Y, , =V B(Y, )Y, ;
e calculate the stress function o(Y,,);

e specify iteration increment k ++;
e verify the convergence conditions oY, ,)—o(Y,)<e&, Otherwise move to the stress

function.

Thus, at this stage, information technology process consists of these steps:

1) formation of the matrix of pairwise distances on the basis of the input data;
2) finding the square of the distance of the distance matrix;

3) use of double centering matrix;

4) determining eigenvalues and eigenvectors of the matrix;

5) optimization algorithm maps SMACOF.
The result is a set of objects with a pair of coordinates, which can be displayed. To display the

two-dimensional space in two quite generalized coordinates. Mapping objects are marked with a
multidimensional data space. Since the objects are marked, it is necessary to designate the classes to
the resulting plane to form a decision tree based on a linear classifier. In general, we obtain the vis-
ualization of data marked for use classification. In this case, we can define the class boundaries.
Thus, the training for the information of this technology is to define the boundaries and field clas-
ses. class boundary assessed visually and is determined by taking into account the fields of the class
c. class border may be spaced from the extreme object class. It's necessary, because it allows im-
proving the generalized classification. This aspect is particularly important because it allows finding
the most optimal configuration accuracy and generalized classification.
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7.4 Linear discriminant function
If the linear discriminant function, the classifier d(x) determined by the relation

d(x)=W"x+w,, 9)

where i:(xo,xl,...,xn_l)T - a feature vector that defines the image of the object to be classi-
fied; W = (wy,w;,...,w, ;)" - weight vector classifier; w, - the threshold value.
Belonging to one of two classes - Q1),€A2) _ gefined by the rule

By < (0@
d(x)_iz_olwixi + W, >0—>{Q(2). (10)

Hence, for the formation of a linear classifier is necessary to find the coefficient vector W and
threshold w, .

Note that for practical applications, to obtain separation into two classes using only linear clas-
sifier (10) hard enough, thus it is not possible to divide the data curve or broken line. One way of
solving this problem is to construct a classifier using a combination of linear classifiers, thus form-
ing a piecewise linear set with the required degree of discretization. This approach has the ad-
vantage of reduced space visualization and enables display control data classification. Piecewise
linear approach is most appropriate, since it allows to use a combination of linear separators. This
allows taking advantage of linear separators and creating the necessary configuration in the visual
space. When using a linear classifier in a multidimensional space is sought hyperplane, which is the
criterion of separating their respective classes. Next searched vector y,, For a new element repre-

sented by point x; and a limit value b from the condition:

+1, wx; > b;
Yi :{ (11)

-1, wx; <h.

Equation (11) describes at zero hyperplane. It is known that the vector w perpendicular to the
desired separation line with the corresponding properties: The best possible separation line Distant
from nearest thereto classes separation points. Note that the distance between these points defines
the separation strip which corresponds to the condition —1<wx; —b <1 and a band edge point no

elements, the width of the separation strip is 2/\w|. Note that when the division of the classes via the

separating strips are important only boundary point, since the strip consists of parallel lines extend-
ing along the boundaries of classes. These lines do not represent a division of classes (this function
assumes band division), and mark the boundaries of classes, thus limiting their lines. Hence, the
problem is transformed not into finding the delimitation of, and in finding the class boundaries,
which are the limits line. Thus hyperspaces divided into some limited hypervolume within classes
are represented. In this classification in this case is a controlled process. If necessary, we can
change the classes of the border, and this changing the way the accuracy and generalized classifica-
tion.

Note that when there are multiple classes in the construction of a linear classifier, lines crossing
occurs and the construction of the segments forming a piecewise-linear structure which is generally
nonlinear. Using the class limit line, we get some geometric structures limits the class. An element
that was in this limitation belongs to this class. Another important aspect is the formation of spatial
classes’ volumes. These volumes can be located at some distance. Objects that do not fall in the
scope of classes do not belong to any class. Thus, there is a set of objects that do not belong to the
same class. These objects may belong in a comparatively equally to different classes.
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To improve the linear classification problem, an increase of the space dimension is used. The
space is expanded by the mapping function to the new space. To expand the two-dimensional space
in three-dimensional, the display function is represented as follows:

¢(X) = ¢(X1’ Xz) = (Xizi ng \Exlxz), (12)

Increasing the dimension of the space allows, due to the bending of space to find a hyperplane
linear classification. Thus, the hyperplane allows linearly allocate cloven classes, which is possible
when the convexity of the objective function. Further, the reverse is lowered space class separation
line can suitably describe the piecewise linear way limit lines. This allows the use of multiple in-
creasing dimensionality space under back projection to determine the hyperplanes. As a conse-
quence, approaches using reducing space by scaling, it is possible to determine the grade boundaries
imaging techniques with subsequent projection into the multidimensional space. In this case, the
display function in n dimensional space will look like

B(X) = B(Xy, Xg 100y X ) -

It should be noted that the classification boundaries may become distorted during expansion
space. Education class boundaries is a flexible tool that also allows to use and field classes. Thereby
expanding, class limits and compensating for errors of their determination. Flexibility visually de-
termining class boundaries based analysis allows the data structure to determine the required
amounts of classes. This makes it necessary for the accuracy of the analysis to determine the classi-
fication of objects.

7.5 Formation of a decision tree classifier

We present a method for constructing a piecewise linear classifier using decision tree algorithm
based on data visualization system. Decision tree - a method for mapping rules in a hierarchical,
sequential structure, wherein each object corresponds to a single node, giving solution Kruskal J. B.
and Wish M. [75]. Under the rule refers to a logical structure, presented in the form of "if ... then
..". rules are defined by curves which divide a group of objects on the imaging plane of the system.
Curves are specified as a piecewise-linear structure with varying degrees of necessary discretiza-
tion, thereby forming, in the first approximation curves. As a result, when to add a new object, can
explicitly specify the class to which it belongs. At the initial stage of training runs, which identifies
areas and to what class they belong. All objects of a particular area in relation to the borders have a
spatial position. This position forms the rules of the object belonging to the class. After learning
when classifying a new object, a set of rules is defined. An object belongs to that class, with the rule
sets of objects it matches. Rule sets define a set of attributes of an object-to-class relationship. The-
se feature sets are used to build a decision tree.

We define a few situations from a variety of possible situations T the construction of a deci-
sion tree.

1. The set T contains elements that belong to the same class. In this case, the decision tree de-
fines the class. If the set T contains no elements, the decision tree determines the branch and the
class associated with this branch is retrieved from another set other than T , for example, an ances-
tor node.

2. The set T contains elements that belong to different classes; the set is divided into subsets.

For this, a feature is defined that contains more than two distinct valuesO,,0,,...,0,. The set T is

divided into subsets, with each subset T; containing elements that are relevant O, to the selected

trait. The process is recursive, the final condition of which is the formation of subsets, which consist
of elements of one class.

When building a tree on each internal node, it is necessary to find the condition for dividing the
set on this node into subsets. As a condition, one of the attributes is accepted. The general rule is
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this: the attribute divides the set in such a way that the resulting subsets consist of objects that be-
long to the same class or are maximized by this attribute. To find the attributes, the algorithm C4.5
Quinlan J. R. [76] is used, where the attribute Gain(@)) of the set ® is selected by the following

criterion:
Gain(®) = Info(T ) - Info, (T )Gain(®) = Info(T )— Info, (T), (14)

where Info(T) - entropy sets T ;

Info, ( Z T Info (15)

Subsets T;, T,,..., T, are obtained from the orlglnal set T when checking the set ®. An attribute

is selected that gives the maximum value behind the criterion (15). At the same time, in order to re-
duce the number of subsets, it is necessary to minimize the number of nodes and branches. In the
general case, it is recommended to minimize the number of linear elements with piecewise linear
delineation. This reduces the number of class separation rules. This reduces the number of calcula-
tions, without compromising the quality of the classification.

Nonlinear (piecewise linear) classifier initially operates in a multidimensional space. To form
the separating constraints in this space restrictions must be converted (line) is piecewise linear clas-
sifier reduced space hyperplanes in a multidimensional space limitations. To do this, it expands the
dimension of the reduced space to the original. Thus, the boundaries projected in the original space.
Borders form class membership rules.

After the expansion space and the formation of hyperplanes defined by their equations. To con-
struct hyperplanes in n dimensional space must be correspondingly n points which have been ob-
tained by adding extra n —2 a point on a line segment. Thus, we get a system of linear equations,

wX, +b, =0
(16)
wX, +b, =0

which is generally solved by Gauss. Here w - unknown coefficients hyperplanes.

Class in the multidimensional space is defined by limiting hyperplanes. These boundaries and
form the right attitude to classes of objects. To classify new data is determined by their position in
the multidimensional space by determining their position relative to hyperplanes. Substituting coor-
dinate data in the hyperplane equation determine their relative location of a plurality of {—1,0,1}. If
the result is less than zero element is conditionally "right” relative to a plane when the result is
greater than zero - the element is "left" plane and, respectively, if equal to zero, the element is lo-
cated on the dividing plane.

Formation of non-linear classification rules produced a sequence of actions:

1) forming a piecewise linear visual class restrictions in the reduced space;

2) calculation of the reference points-rules for the class;;

3) transformation point rules in multidimensional space;

4) construction of hyperplanes in a multidimensional space based on the transformed points;

5) formation rules for the class in a multidimensional space on the basis of restrictive
hyperplanes.

Piecewise linear restrictive rules define the scope of the class and allow to visually determine
whether to increase or limit the class square, which is important in the border data. This allows for a
good interpretability of results of classification and control of restrictive class of the field and, in
fact, interactive classification system. It should be noted that the classification process takes place
under the rules of the decision tree. This process is quite fast and does not require large resources.
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Ensuring that the visual component of the classification is particularly important in comparison with
other approaches, especially in the labeling complex boundary conditions. This ensures the presence
of an additional information component via the interactive visual means of determining the class
limits. This allows the tool system obtains more information and supervised classification process.
The results of the system are well understood by and controlled as a result of visual presentation
and interactivity restrictive rules. Area restrictions provide minimum visual boundaries that, if nec-
essary, can be overridden. The restrictions are transformed into line multidimensional space and are
presented there by hyperplanes, forming such a way restrictive area. The classification of new data
occurs in a multidimensional space based on the calculated data and the relevant provisions on re-
stricting hyperplanes. Determining the spatial position of the new element with respect to all hyper-
planes, thereby determining its location in limited volumes class categories. This process is con-
trolled because of scaled to have a reduced space and a visual representation of the classified new
data elements. As a consequence, the result of classification in multidimensional space is presented
and assessed visually, allowing the interpretation and analysis of compliance of new data elements
with respect to the categories of classes. The multiclass conditions, if the element has the necessary
information content,

For a practical demonstration of information technology software system is developed for clas-
sification used text data. The data is based on the Reuters corpus and is selected to demonstrate a
method for well-separable data. Text data have a large set of attributes. This is important in terms of
determining the possibility of representing and minimizing distortion while reducing the dimen-
sionality of space. What is important is the amount of distortion, which is particularly evident with a
significant reduction of space. Separating features formed hyperspace large dimension, which
should be reduced to two-dimensional. This is important because a significant reduction of space is
accompanied by a measure of the distance differences in the original and the new space. Based on
this data were selected, which are characterized by large dimensions of signs in order to investigate
the influence of the distortion measure of proximity and verification technology performance. Sam-
ple text data formed the basis and the separation capacity and the formation of class categories. The
distances between classes well definable in the projected space.

The data represent the classes well and are grouped by generalized attributes. The two-
dimensional representation shows that the data well represents the classes to which they relate. At
the same time, the classes are fairly well spaced.
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Three groups of objects are well grouped and the groups are located far enough in the two-
dimensional space. Since the objects are from the training set, we determine that these groups rep-
resent classes.
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Next, we define a class graphically grouping boundaries. It is important not only to the Class B
limits, as well as the definition of fields of class boundaries. Visually, we can define a parameter a
(Fig. 2) as a class field. We can graphically become the minimum distance from the boundary to the
class object. It allows to visually providing the opportunity generalized model for each class. Since
the margin area can be defined quite flexibly, depending on the separability of classes, which gen-
erally can be uneven across the data area. For some classes of the border can take place quite clearly
without the possibility of flexible formation.
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Generalized opportunity model is determined based on the separability of classes. Visual de-
termination of the boundaries of classes allows graphically piecewise-linear method to establish the
boundaries of classes and generalization performance models.

Consistently limiting class defined by linear segments for the formation of decision rules. In
this instance, the decision rules are indicated in the table and determine the position of each object
class with respect to borders. Since the border is a collection of connected segments, the position of
the object is determined relative to each line segment. Accordingly unnecessarily advised to avoid a
detailed definition of class boundaries. This will greatly speed up the learning process and the clas-
sification itself with the same accuracy. Each object of the class is characterized by the general class
rules with respect to its borders. Number of rules corresponds to the number of segments of the
boundary line. Fig. 3 indicates a table of rules of the three rows in a cell which are the rules of the
relative position of the object class. Coordinates of the point is generalized symptoms in two-
dimensional space. Rules designated position relative to grade boundaries to determine such crucial
designation as the "inside” and "outside" the class. The boundaries of this class circuit of piecewise
linear segments with no gaps. The position of an object is determined with respect to each segment
of the loop to form a set of rules.
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In the general case, it is necessary to position the indicated class of objects relative to the
boundary bounding the class. The trained formal model - is the volume of hyperspace, in which
there are objects of classes with the necessary tolerances of generality. When displayed on a two-
dimensional space define the position of the new facilities. Data for testing are located relatively
classes ArticleNel Class 1, ArticleNe2 Class 2, ArticleNe3 Class 3. The feature of the proposed
technology is the existence of band separation between the classes. We graphically define generali-
zation performance models. We do not draw the line graph classes and limit them. Thus if an object
is located between the classes does not belong to the classes. If it is necessary not to limit the clas-
ses, classes are differentiated only. In this case, there will be no objects that are between classes.
The system is trained by graphic determination of class boundaries.

8. Conclusion and discussion

In this study, we determined the goals of using visual analytics workflow that focus on obtain-
ing the final product - a model: a human-oriented visual analytic workflow builds a mental model,
machine-oriented visual analytic workflow - builds a formal model. The model is considered as an
information processor and a decision-making mechanism. The formal and mental models differ on-
ly in consumers, which are a machine or a human. Two concepts of model building based on model
synchronization and ’using opposite model’ are proposed. Using the concept of "using opposite
model’, an information technology has been developed that allows the machine to obtain a model
based on a mental model and demonstrates the possibility of using this concept. This allows the ma-
chine to fully use the intellectual capabilities of a human based on a model.

The use of human intellectual abilities to build machine learning models is an important area
based on a number of advantages. The resulting model is fundamentally different for the construc-
tion method from other machine learning approaches naive Bayes, k-nearest neighbors, support vec-
tor machine, random forest or deep learning and so on. The main distinguishing feature is the fact
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that the model is formed by a human and is subsequently used by the machine. However, the dif-
ference is not only in the method of obtaining the model. The base for the formation of this model
differs from the models built by the machine, which is important for use in ensembles of models.
The success of using ensembles lies in the diversity of opinions made by composition algorithms.
Typically, models are based on machine learning algorithms. In the proposed approach, the model
is built on the basis of formatted knowledge and human experience. This allows us to propose a
model with a different nature for ensembles.

However, it should be pointed out that the model formed by a human may be weak. Classical
approaches can give the best result according to the quality criteria of the model. The advantage of a
human-derived model is that a human can obtain new information from data. So, for example, for
such an approach of ensembles as stacking, the main thing is how different a model is to each other.
How much each model of new information can bring to the ensemble. In the general case, a human
may make a mistake in constructing a model, but a human may also notice weak joints between the
data and form a model with a different opinion. This is the main value of the proposed model build-
ing approach.

Another aspect that speaks of the need to use a human in the construction of a model is such a
property of models.

Very often, the results of model decisions cannot be interpreted, for example, using neural net-
works. Since it is not clear what decisions are being made, the use of such approaches is limited for
cybersecurity and solution against human considerations. The proposed approach allows the ma-
chine to use a model built by a human. The analytical process allows creating a decision-making
model for a human and the interpretability of the result for a human is of a high level. Thus, the use
of these models in the field of cybersecurity is desirable and in some cases the only possible one.

Information technology is proposed which allows maximizing the information content of the
feature space of objects together. For this purpose To do this, use feature space reduction by 2D.
Further reduction of dimension can reveal hidden data structure and allows to find latent features.

The main factor of information technology is to minimize the loss of information data and a
visual graphical management training model for data classification. The information technology
constructed using the proposed method provides a flexible data classification tool with the ability to
specify the class boundaries.

Information technology has limitations. Visually presented data should be visually separable
and grouped. If a human does not build a mental model, data cannot be classified. Accordingly, it is
necessary to improve methods and procedures for the visual presentation of data for humans. Scat-
ter plot is not suitable for classifying a large number of classes and data.

Information technology was developed to demonstrate the concept of *using opposite model’.
The formal model is entirely based on the mental model. The capabilities of the machine were not
used for data classification. More promising is the use of the concept of model synchronization. In
this case, the advantages will be used for the construction of models, both human and machine.
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M.A. MykanoBa, U.B. Kpak, A.A. Kyanasikos, A.C. Caranosa, [[.A. BaiiéaTbipoB
Hcnonb3oBanue BU3yaabHON AaHAJTUTHKH JJIs1 pa3padoTKH YeJ0BeYeCKUX
U MalIMHO-LEeHTPUYECKUX Mo/ieJieii: 0030p MOAX0A0B U NpeliaraeMbIxX
HHGPOPMALHOHHBIX TEXHOJIOI U

AnHoTanus. Vcrnonb3oBaHre BU3yalbHONW aHATMTUYECKON CHCTEMbI B MAIIMHHOM OOyYeHUH —
OCHOBa MHTETrPallUU YEJIOBEKA U IPUMEHEHUSI €70 NHTEIUIEKTYAJIbHBIX BO3MOXHOCTEHN IIPH MTOCTPO-
eHuu mozenei. B To e Bpems BU3yalibHas aHAJIMTUKA UCHOJIb3YeTCs JJI PACHIMPEHHUs YeIOoBeYe-
CKUX 3HAHUU M UCNOJb3YyeTCs KaK MHCTPYMEHT HMcciieoBaHus. B crathe ncnonb3yrotres GopMel 1
LeNIU NpUMEHEHUs pabodyero mpouecca BU3YyaJbHOW aHATUTHKU JUIsl (DOPMHUPOBAHHS KOHEYHOIO
npoaykTa. Pabouuii mporecc 1enuTcess Ha OpUEeHTUPOBAHHBIN Ha YelloBeKa U OPUEHTHPOBAHHBIN Ha
MaIIMHY, 9YTOOBI MOCTPOUTH MOJIENH B KayecTBE Mpoleccopa HHGOPMaIluu U MEXaHU3Ma MPUHATHUSL
peweHnid. MoJienu cTposiTCsl Ha OCHOBE KOHEYHOT'O MOJIb30BATENs], KOTOPHIM MOXKET OBITh MaIllHA
WM yenoBek. MccienyroTess KOHIETUNA TOCTPOEHUsT MOJIele U Pojib MAlluH M JIIOJeH B 3THUX
nporeccax. Ilpemiaraercs mpakTuyeckas peaiau3alys KiIacCM(PUKAMOHHON HH(OPMAIMOHHON
TEXHOJIOTUHM B U3y4aeMOW KOHUEMINH «HCIOIb30BaHNE MPOTUBOIMOIOKHONW MOJIENH» B MAlIMHHO-
OpPUEHTHPOBAHHOM paboyeM Mpolecce BU3YalbHON aHAIUTUKU C MPHUMEHEHHEM MAIlMHHOW MoJe-
mu. B ocHOBE 3TOM MOJENM JIEKUT MOJEINb, CO3/IaHHAs M MCHOJIb3yeMas denoBekoM. [l knaccu-
(UKaMM JaHHBIX HUCHOJIB3YIOTCS MHTEIJIEKTYAIbHbIE CIIOCOOHOCTH YesloBeKa. [ paHMIbl KiaccoB
OTIPEIEIIAIOTCS YEeJIOBEKOM, a 3aTEM MPOCLUPYIOTCS B TMIIEPIPOCTPAHCTBO aTpHUOyTOB ¢ POpMHUPO-
BaHMEM MOJIENN KJaccH(UKALMU, KOTOPYIO 3alyckaeT MamuHa. MH(opMaloHHbIE TEXHOJIOTHU
MTO3BOJISIIOT MAIIMHE UCIIOIb30BATh MOJIENb, CO3/IaHHYIO JUISl JIFOACH.

KiaueBble cjoBa: BH3yalbHas aHAJIUTHUKA, KIACCU(UKAIMI, MEHTalIbHas MOJEb,
dbopManbHast MOZIeNIb, YMEHBIIIEHHE Pa3MEPHOCTH, BU3yalln3alus HHpopMauu
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M.A. MykanoBa, U.B. Kpak, A.A. Kyanasikos, A.C. Caranosa, /[.A. baiidaTsipoB
AaM KoHe MAIIMHA-0PTAJIBIK YJTiJiepai JaMbITy YIIIH BU3YAJIbABIK TAJJaYJdapabl
naiganany: YChbIHBIJIFAH AaKNAPATTHIK TEXHOJIOTHSIIAPFA HKIHe dIicTepre IOy

AngaTna. MamuHanbelK OKBITYa BHU3YaJJbl AHATUTHKANBIK JKYHEHI KOJIJaHy aJlaMHBIH
WHTETPAIUSIChl MEH OHBIH MHTEJUICKTYAJIbIl MYMKIHIIKTEpIH MOJIENb KYpy/ia Naii1anany yIliH Heri3
Oonbin TabbuTaabl. COHBIMEH Oipre BU3yasjbl aHAJUTHUKA aJaMHBIH OLTIMIH KEHEHTY YIIIH YKOHE
3epTTey KYpallbl PETiHIE KOJJAaHbUIANbl. bi3 TYMHYCKAIBIK OHIMII KaJbINITACTBIPY OaFbITHIHIA
BU3yal/ibl AHAJIWUTUKAJBIK JKYMBIC TMPOIECIH KOJNJAHYIbIH HbICAHIAphl MEH MaKCcaTTapblH
3epTTeiMi3. AKMAapaTTHIK MPOIECCOp JKOHE IMIENNM KaObUIAay MEXaHHM3Mi PETiHIE MOJAETbh KYpPY
YIIIiH )KYMBIC MPOIIEC] aJlaMFa KOHE MalllMHaFa OarbITTaaFaH 00JbIn OeiHeal. Moaensaep MammHa
HeMece agaM OOJybl MYMKIH COHFBI MailaaHyIIBIHBIH HETi3iHAe KypacThlpbuiran. Moaens Kypy
TY)KBIpbIMaMalaphbl JKOHE MalllMHalap MEH aJaMJaplblH OChbl MPOIECTEpPAEri peiii 3epTTeNreH.
3epTTeNreH  «KapaMa-Kapchl  MOJCNBII  KOJJaHy»  TYXKbIppIMIaMachlHIAa  aKMapaTThIK
TEXHOJIOTUSIApAbl KIacCU(PUKAIMSIIAYABIH MAIIWHAIBIK MOJAENbIl KONAAaHY YIIIH MAalldHAIBIK
OarpITTaIFaH BU3YAJIbI AaHATTUTHKAIBIK dKYMBIC TPOICCIHIE TOKIPUOCTIK SHT13y YCHIHBIIAABI. by
MOJIETIb/IIH HETi31H aJlaM KaJlbIITaCThIPFaH >KOHE KOJIAHATHIH MOJAENb Kypaiasl. MomimerTepai
KIKTEy YIIIH aJaMHBIH WHTCIUICKTyalJbl KaOuteTTepi ecenke anbiHaibl. CHIHBITAPIBIH
[mieKapagapblH  aJaM  aHBIKTaWIbl, COJAH KeiHiH MallMHa KOJJAHATHIH JKIKTEY MOJEINiH
KaJBIITACTBIPA OTBIPBIN, ATPUOYTTAPIBIH THIEpP KEHICTITiHE IIBIFapbulafbl. AKHOapaTThIK
TEXHOJIOTHUSUIAp MAalllMHA/a aJaMIapFa )KacallFaH MOJIeNb/Ii aiiiananyra MyMKIHJIIK Oepe/ii.

Tyiiinai ce3nep: Bu3yayipl aHAIWTHKA, XKIKTEY, aKpUI-OH Mojemi, (OpMaibIbl MOJENb,
OJIIIeM/Il a3alTy, aKMapaTThl BU3yallU3alHsIay
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NCTOYHUK HHO®OPMAIIMUA N BOJIBIIUE JIAHHBIE

AnHomayusa. B smoil cmamve 0ceeujenbl OCHOBHble HOHAMUA OONbWUX OAHHBIX U UCTHOYHUKU
unpopmayuu 8 noeucmuxe. Jlocucmuxa a6asemes HeOMbEMAEMOU YACMbIO MPAHCHOPMUPOBKU U CKIAOCKUX
nomMeweHull enioms 00 uHmepHem-macazunos. Kpamkas ungopmayus o 1ocucmuke ONUCLIBAECMCS 8
COBPEeMEHHbIX npoyeccax no2ucmuxu. bonvuiue danuvie nokaswvieaem 00O1ACMb NPUMEHEHUS. U NONYIAPHOCHb
danHnozo Hanpaenenus. llpasunivHoe UCNOIB308aHUE UCMOYHUKO8 UHGOpMayuu ompasxcaem KOPPEeKmHoe
NOHUMAHUE KaK pazoupamscs 6 060U obaacmu, aHamu3upys mexHoaocuu, nooxoowvl, Memoobvl, ai2o0pummol
U MexHoa02UU papabomKu.

Knioueswie cnosa: nocucmuka, 6uovl unghopmayuu, big data (6orvuume oannvie).

BBenenue
Hcrounnk mHpopmanuu — 0OBEKT, ONMPEACTSIOMNNA TPOUCXOKACHINE HH(POPMAIINH, a TaKkKe
00BEKT, ONPEACIAIONINNA TPOUCXOKICHHE HH(DOPMAIINK; eTUHBIN JIEMEHT MOAMHOXKECTBA OIpesie-
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