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Abstract. In this article multiple Machine Learning algorithms have been analyzed in terms of
currency rate forecasting, in order to identify the most accurate one. The scope of the study was limited to
forecast USDKZT using market variables as a dataset. Comparative study shown that Extreme Random
Forecast outperforms other suggested Machine Learning algorithms.
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For decades currency forecasting have been crucial part of Foreign Exchange market, where
representatives of various segments as government, banks, investors and traders take a part. In
recent times, different advanced computing methods yield better results for time series forecasting
[1]. Despite the increasing popularity of data-driven strategies, the literature that analyzes machine
learning methods in financial forecasting is very limited, with most papers only focusing on stock
return prediction [2].

Considering the lack of researches made on machine learning algorithms for currency rate
forecasting, the comparative study of several machine learning algorithms were conducted. For
dataset there were chosen monthly rate of USDKZT currency pair and M1, M2 money supply for
dates from January 2001 to March 2020. As for machine learning algorithms there were chosen
Linear Regression, Lasso Regression, ElasticNet, Random Forest and Extreme Random Forest.

Table 1. Results of comparative analysis

Algorithm Score sqFfjg?’teg]:?Por Meagr?lgiolute R-squared
Linear Regression 0.89 28.47 19.37 0.90
Lasso Regression 0.89 28.46 18.66 0.90
ElasticNet 0.89 28.61 18.5 0.90
Random Forest 0.98 10.57 5.22 0.99
Extreme Random Forest | 0.99 6.1 3.13 1

Comparative study were contained 3 steps: data preprocessing, implementation of algorithms
and analysis of results.

For preprocessing part of comparative analysis the original data was modified by inputting
previous time values known as lags. After several trials and errors 4 lags, which is equal to 4
months, were chosen. Another modification was an addition of year and month into columns in
order to make data more specific. And the lastly added columns were the difference between the
current and lag exchange rates.

As a main goal for comparative analysis it was decided to predict the USDKZT exchange
rates for 3, 6 and 12 months. For this purpose 3 new columns with the future values of 3, 6, 12
months exchange rates from the original dataset were added to preprocessed data.
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For implementation of algorithms there were used python as a programming language and
jupyter notebook as visualization and testing tool. Besides the language itself there were used
standard calculation and visualization libraries as pandas, matplotlib, numpy, seaborn and the
library for machine learning — sklearn. Before beginning the implementation part the preprocessed
data was split into train and test data by 80% and 20% respectively.

According to comparative analysis results in Table 1 Extreme Random Forecast shown the
most accurate forecast results, with the Score of 0.99 and Mean Absolute error of 3.13. In order to
assure the accuracy of Extreme Random Forest algorithm, the test set accuracy measurement was
applied on it, results of which are depicted in Figure 2.
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Figure 1. Comparison of predicted and actual values for Extreme Random Trees
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Figure 2. Accuracy measurement of Extreme Random Forest

Test set accuracy measurement was shown similar accurate results as the comparison of
predicted and actual values for Extreme Random Trees depicted in Figure 1. Additionally, test set
accuracy measurement shown the results on exchange rates for 3, 6 and 12 months.
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In conclusion, for currency forecasting of chosen dataset the Extreme Random Forest
algorithm shown the most accurate results. However, this results were not tested on real data, which
would be implemented in future studies.
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Kamer 9.H.
Fouibivu skerexmi: Moaaaryaosa A H.
Od¢duiaiin KoHe OHJIANH IepeKTepAi KapKbLIbIK KOPCceTKIITep 00ibIHIIA
TaJjaay JIiciH IzipJey

Angatna. Ocbl Makanajga OipHelle MalIWHAIBIK OKBITY aJrOpPUTMIEPI OJApJAbIH HEFYPIJIBIM
JIQNIIH aHBIKTAy YIIIH BajioTa OaraMbIH OOJDKAY TYPFBICBIHAH TANIAHABL. 3€PTTEY asChl HAPBIKTHIK
ailHpIMaJbLIAPbl MOIIMETTEP JKUBIHTBIFBI peTiHae mainanany apkpuibl USDKZT GomkambiMeH
mektenai. CanbicThipManibl 3epTTey KepceTkenzaei!, Extreme Random Forecast wmammHaHbi
OKBITYABIH 0acKa auropuTMICPIHEH KOFapHI.

Kiar ce3aep: canbicThipManbl 3epTTey, BalIOTaHbIH aiblpOac OaraMbl, MAIIMHAIBIK OKBITY,
BaJIIOTa OaramMbIH 0OJIKAY.
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Pa3paboTka MeToaa anaan3a opgJiaiiH ¥ OHJIANH JAHHBIX MO
(puHAHCOBBIM MapaMeTpam

AHHoTauus. B 3T0il craThe ObUIM MpPOAHATU3UPOBAHBI HECKOJBKO aITOPUTMOB MAIIMHHOTO
00y4eHHMs ¢ TOUKH 3pEHHs IPOTHO3UPOBAHUS Kypca BaIIOThI, YTOOBI ONPEeTUTh Hanboiee TOUHbIHN
n3 Hux. OOBem wuccnenoBanus Obul orpanmyeH mnporHozoM USDKZT c¢ wucnonb3oBaHueM
PBIHOYHBIX TEPEMEHHBIX B KauecTBe HaOopa aaHHBIX. CpaBHUTENIbHOE HCCIEIOBaHHME IMOKa3alo,
yro Extreme Random Forecast mpeBocxoauT apyrue NpeaioKeHHbIC aarOPUTMbI MAITHHHOTO
o0OyueHusl.

KuroueBble cji0Ba: CpaBHUTENbHBIN aHaau3, Kypc OoOMEHa BalllOT, MAlllMHHOE O00Yy4eHHE,
IIPOrHO3 Kypca BaJltOT.
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