KA3AKCTAH PECITYBJIMKACBIHBIH FbUIBIM XXOHE XKOFAPBI BIJIIM MUHWCTPIIIT'T
MUHUCTEPCTBO HAYKHU U BBICIIEI'O OBPA3OBAHUN A PECITYBJIMKM KA3AXCTAH
MINISTRY OF SCIENCE AND HIGHER EDUCATION OF THE REPUBLIC OF KAZAKHSTAN

INTERNATIONAL
UNIVERSITY

XANBIKAPANLIK ™ "= WRNE MEWAYHAPOAHBIA
YHHBEPCHTETI I I YHHBEPCHTET

XAJIBIKAPAJIBIK AKITAPATTBIK KOHE
KOMMYHUKALIUAJIBIK TEXHOJIOI'UAJIAP
KYPHAJIbI

MEKJIYHAPOJIHBIN JKYPHAJI
WUH®OPMALMOHHLIX U
KOMMYHUKALMOHHBIX TEXHOJIOT U

INTERNATIONAL JOURNAL OF INFORMATION
AND COMMUNICATION TECHNOLOGIES

2025 (24) 4

KA3AaH- JHCeinoOKCAH

ISSN 2708-2032 (print)
ISSN 2708-2040 (online)



BAC PEJJAKTOP:

HcaxoB Acbuifex AGANAIIMMOBHY — ECCIITCY TEOPHSCHI CallaChIHa MaTeMaryka GoiibiHiia PhD foktop, "KoMITBIOTEpIIiK FEUIBIMAIAP JKOHE
undopmarnka" GarbIThl OOUBIHIIA KaybIMIACTBIPbUFAH Hpodeccop, XaibIKapaiblK aKMapaTThiK TEXHOJIOTHsIIAP YHUBEpCHTETiHIH Backapma
Teparacsl — Pexrop (Kazakcran)

BAC PEJJAKTOPIIBIH OPBIHGACAPBI:
KonecankoBa Karepmna BHKTOpPOBHA — TeXHMKa FbUIBIMIAPBIHBIH JOKTOPBI, mpodeccop, XaublKapaiblK aKIapaTThIK TEXHOJOIHsUIap
YHHUBEPCUTETIHIH FhUIBIMH-3ePTTEY KbI3MeTi skeHiHzeri npopektop (Kasakcram)

F. IM XATIIbI:

HNnanakoBa Mamuna Ty/lereHOBHA — TEXHHKA FHUIBIMAAPBIHBIH KaHIUIATBI, KaybIMAACTEIPbUFAH Hpoheccop, XalbIKapablK aKIapaTThIK
TEXHOJIOTHSUIAp YHUBEPCUTCTIHIH FHUIBIMU-3EPTTCY KbI3METI )KOHIHJICTT AerapTaMeHT mpekTops! (Kazakcran)

PEJAKIUSLIBIK AJTKA:
Pazax A6ays1 — PhD, XasbIKapanbIK aKapaTThIK TEXHOTOTHSUIAp YHHBEPCUTETi KHOepKayirci3aik kadeapachHbiH npodeccopsl (Kazakcran)
Jlyuno Tommaszo e ITaomic — Canento Yhusepcuteri (MTamist) MHHOBAIWS JKOHE TEXHONOTHSUIBIK MHXKHHMPHHT Jenapramenti AVR

3ePTXaHACBIHBIH 3EPTTEY JKOHE d3ipIey OeriMiHIH JUPEKTOPBI

JInz Bakon — npodheccop, Abepreii YunpepcuteTi (YIbIOpHTaHNS) BULE-KaHIPIEPiHIH OPbIHOACAPhI

Mukeiie [larano — PhD, ITu3a Vausepcurerinix (Mramist) npodeccopst

Orendaes Myxrapbaii Oreindaiiyibl — (usrKa-MaTeMaTnKa FHUIBIMAAPBIHBIH JTOKTOPBI, mpodeccop, KP ¥FA axanemuri, Xasbikapanbik
AKITApaTTIK TEXHOJIOTHsIAP YHUBEPCUTETI MaTeMaTHKA YKOHE KOMITBIOTEPIIIK Moziesb/ey KadeapackiabiH npodeccopst (Kazakcran)

Poicoaiiyibl Bosiaréex — usnka-MateMaTHKa FhUIBIMAAPBIHBIH J0KTOPBI, ipodyeccop, Ecerrey jxkoHe aepekTep FhUIbIMIAPHI JCapTaMEeHTIHIH
nipodeccopbl, Astana IT University (Kazaxcrar)

Jaiineko EBrennsi Asexcanp — PhD, XabIKapasbIK aKapaTThIK TeXHOIOTHsUIAp YHHBEPCUTETI aKIapaTThIK Kyiernep KadeIpachiHbIH
nipodpeccop-3eprreymici (Kazakcran)

Jy36aes Hyp:kan Tokkyxkaesuu — PhD, KayeMaacTsIpsUFaH Tpodeccop, XamblKapanblK akKHapaTThIK TEXHONOTHSAIAP YHHBEPCHTET
udpraHaBIPy JKoHE HHHOBALMSLIAp xkeHiHzeri mpopextop (Kazakcran)

CunueB Baxtrepeii KycnmanoBuu — TexXHMKa FbUIBIMJIAPBIHBIH JOKTOpBI, Tpodeccop, XaubIKapaiblK aKNapaTThK TEXHOIOTHsUIAp
YHHUBEPCHTETI aKIapaTThIK XKYyiiesep kadenpacsinbiH npodeccops (Kazakcran)
CeiiioBa Hypryias Afajgy/uiaeBHa — TEXHHKAa FbUIBIMIAPBIHBIH JIOKTOPbI, XaIbIKAPAIbIK AKINAPaTThIK TEXHOJOTHSUIAD YHHBEPCHUTETI

KOMITBIOTEPIIIK TEXHOJIOTHsLIap ykaHe KubepKayircizik daxybrerinin aekansl (Kazakcran)

MyxamenneBa Apaak I'aGHTOBHA — SKOHOMMKA FBUIBIMIAPBIHBIH KaHIMIATHI, XaIbIKAPAIBIK AKIAPATTHIK TCXHONOTHSIAP YHUBEPCUTETI
GusHeca MeJna skoHe 6ackapy (akysreriniH Jexans! (Kasakcrar)

Abanka, 3amupa Typcer — PhD, kaysMaacTsIpbUIFaH npogeccop, XalbIKapasblK aKapaTThIK TEXHOIOTHSUIAp YHUBEPCHTETI
MaTeMaTHKa JKOHe KOMITBIOTEPITIK MOZIeIbIeY KadeapachHbIH MeHrepyici (Ka3akcTam)

Inabaudexos Epaan YKapxanouy — PhD, kaybivpacTsipsuirad npodeccop, XaibIKapaiblK aKIapaTThIK TEXHOIOTHSUIAP YHUBEPCHTETI
9KOHOMHKA JKaHe On3Hec KadenpachiHbiH MeHrepyiici (Kasakcras)

Jlamensi MakcyroBHa EckeHMpoBa — TeXHHKA FHUIBIMIAPBIHBIH KaHIMIAThI, KAYBIMIACTBIPBUFAH 1podeccop, XaubIKapalblK aKIapaTThIK
TEXHOJIOTHsLIAp yHUBEpCUTETi Knbepkayircisik kadenpacsinbiy MeHrepyuiici (Kasakcram)

HusisryioBa Aiiryibs AckapGekoBHa — (HIONOrUs FHUIBIMIAPBIHBIH KAHIMAATHI, JOLCHT, Hpodeccop, XaibKapalblK aKNapaTTbik
TEXHOJIOTUSIAP YHUBEPCHTET] MEIMaKOMMyHHMKaIIHs skoHe KasakcTaH Tapyxsl KadenpackiHbiH MeHrepyici (Kasakcram)

AiitmaramberoB Aurtaii 3ydapoBuy — TexXHHKA FBUIBIMIAPBIHBIH KaHIMIAThI, XaJbIKApAIBIK aKMNapaTThIK TEXHOJIOTWsUIAp YHHBEPCHTETi
PAIMOTEXHUKA, JIEKTP JKIHE Te. y ¢enpacbinbin npodeccopnl (Kaszakcran)

Baxtusp Enena A — TeXHHMKA FBUIBIMIAPBIHBIH KaHIMIATHI, KaybIMAACTHIPBUTFAH Mpodeccop, XabIKapalblK aKMapaTThIK
TEXHOJIOTHSUIAP YHUBEPCUTETI PaTHOTEXHUKA, EKTPOHHKA JKSHE TEIeKOMMYHHKALNS KadeapachHbIH MeHrepyici (Kazakcran)

Kanunbex Cancbi3oaii — PhD, kaysiviacTteipburras npodeccop, XanbIKapaiblK aKapaTThIK TeXHONOTHSIIAP YHUBEPCUTETI KHOepKayirci3mik
kadenpaceiHbIH npodeccop-3eprreyuici (Kazakcran)

TeinbiMoaeB Caxudaii — TeXHIKA FhUIBIMAAPBIHBIH KaHMAATHI, Tpodeccop, XabIKapablK aKIapaTThIK TEXHOIOTHSUIAP YHHBEPCUTET]
KOMITbIOTEPIIK HEDKeHepust KadyeipachiHbiH mpodeccop-3eprreyiuici (Kasakcrat)

Anmucped Amm Ao — PhD, XasbIkapaltbIK aKIapaTThIK TEXHOIOTHsUIAp YHHBEPCHTETI KHOepKayinci3tik kadyepachIHbIH KaybIMIACTBIPbLIFAH
nipodeccopst (Kasakcram)

Moxamen Axmen Xamana — PhD, XaJbIkapaiibIK aKIapaTThIK TEXHOJOTHsIIAP YHUBEPCHTETI aKIapaTThIK JKyHernep KaheapackiHbIH
KaybIMIACTBIPbUTFaH rpodeccopsl (Kazaxcran)

Sur Um Yy — PhD, I'avon yausepcuretinig mpopeccopst (Outyctik Kopes)

Tapeym Basiac — PhD, Aam MutikeBud atbinzars! (ITosbiia) yHUBEpCHTETTIH IPOPEKTOPBI

Mawmbipoaes Opken JKymazkanosud — PhD, KP F2KEM FobuibiM KoMUTETI aKIApaTTBIK HKOHE €CeNTey TeXHOMOrHusuIapbl HHCTUTYThl OMK
JIPEKTOPBIHBIH FHUIBIM sKOHiH/eri opbiHbGacaps (Kasakcram)

Byuyes Cepreii JIMUTpHeBHY — TEXHHUKA FHUIBIM/IAPBIHBIH JIOKTOPBI, 1podeccop, YipanHansi "YKPHET" sxo6anapib1 6ackapy
KaybIMJIACTBIFBIHBIH TUPEKTOPBI, KHeB YIITTBIK KYPBUIBIC OHE COYJIET YHHBEPCHTETI o0aap bl 6ackapy KaheapachIHbIH MEHIepyIIic
(Ykpauna)

Benommunkas CBeri1ana BacuibeBHAa — TeXHUKA FhUIBIMIIAPBIHBIH JOKTOPBI, 10LEHT, Astana IT University ecentey skoHe IepeKTep FhUIBIMBI
kacenpachiHbIH npodeccops! (Kasakcran)

PEJAKTOP:

Mp3a6aesa Payman 2KameBna — maructp, XanbIKapaybIK akKIapaTThIK TEXHOTOTHsIAP YHUBEPCUTETIHIH penaxTopsl (KasakcTam)

XaublKapasiblK aKIapaTThIK )KOHE KOMMYHHKALUSIIBIK TEXHOIOTHSIIAP 5Ky PHAIIBI

ISSN 2708-2032 (print)

ISSN 2708-2040 (online)

Menmik neci: AK «XasblkapanbIK aKIapaTThIK TEXHOJIOTUSIIAP YHUBEPCUTETI» (AJIMATHI K. ).

Kasakcran Pecrry6iikacsl AKnapar %oHe KOFaM/IbIK laMy MUHHCTpIIiriHe Mep3iMai 6acrace3 GachbUIbIMBIH €CEIKe KO Typalbl Kyalik

Ne KZ82VPY 00020475, 20.02.2020 3. Gepinrex

TaxbIpBII OaFbITHL: AKNAPATTHIK TEXHOIOTHSUIAP, AKIIAPATTHIK KayilCi3Aik sKOHE KOMMYHHKALSIIBIK TEXHOIOTHSIIAP, JICYMETTIK-

9KOHOMHUKAIIBIK XKYHeTep i JaMbITy 1aFbl LHPPIBIK TEXHOJIOTHSL.

Mep3imainiri: skblibiHa 4 per.

Tupax: 100 nana.

Penaxunst mekerxkaiipr: 050040 Anvater K., Manac k., 34/1, ka6. 709, texn: +7 (727) 244-51-09.

E-mail: jjict@iitu.edu.kz

Kypuan caitrsr: https://journal.iitu.edu.kz © XasblKapalibIK aKIapaTThiK TeXHoJIorusuiap ynusepeuteri AK, 2025
Kypnan caitter: https://journal.iitu.edu.kz © ABTopmap yxbimel, 2025




TJIABHBIN PEJJAKTOP
HcaxoB AcbLifexk AoamammmoBunu — jaoktop PhD no maremarnke B 00NacTH TEOPHH BBIYUCIUMOCTH, aCCOLMHPOBAHHBII
npodeccop mo HampaneHuto "KommbroTepHble Haykn u uHpopmaruka", Ilpencenmarens Ilpasnenus — Pektop MexmayHapomHOro
yHHBepcuTeTa HHOOPMALMOHHBIX TexHosoruit (Kazaxcram)
3AMECTHUTEJIb I''TABHOI'O PEJIAKTOPA:

KonecankoBa Karepmna BHKTOpPOBHA — JIOKTOp TEXHMYECKHX HayK, Mpodeccop, MPOPEKTOp IO HAayYHO-HCCIIEN0BATEIbCKON
JeATeNbHOCTH MexXKIyHapOIHOTO YHHBEPCHTETa HH(OPMALIMOHHBIX TexHonoruii (Kasaxcramn)
YUYEHBIU CEKPETAPD:

Hnanakosa Maauna Ty/ereHoBHa — KaHIHAAT TEXHUYECKHX HAyK, aCCOIMMPOBAHHBINA Ipodeccop, TMPEKTop JenapTaMeHTa 110

HAy4HO-HCCIIE0BATEIbCKON AESTEIbHOCTH MeXIyHapoIHOrO YHUBEpCUTETa HH(OPMALMOHHBIX TexHoornii (Kazaxcran)
PEJAKIIMOHHAS KOJUIEI U51:

Pazak A6ayn — PhD, npodeccop kadeapsl kubepoesonacHoCTH MeKIyHAPOIHOrO yHUBEPCHTETa HH(OOPMALMOHHBIX TEXHOIOT Ui

(Kasaxcran)

Jlyuno Tomma3zo e IMaosme — aupexkTop OTAeTa MCCIEAOBaHMH M pa3paboTok nabopatopuu AVR nenapramMeHTa MHHOBALUHA

TEXHOJIOTUYECKOro MHKUHUpHHra YHusepcutera Canenro (Mramus)

JIu3 BakoH — mpodeccop, 3aMecTHTeNb BHIe-KaHIuiepa Y usepcurera Abepreit (Beankodpuranus)

Muxese Iarano — PhD, npodeccop Yunsepcurera ITussr (Mranmmus)

Orendaes Myxrtap6aii Orenbaityibl — J0KTOp (husHKo-MaTemMaTudyeckux Hayk, mnpodeccop, akamemuk HAH PK, mpodeccop

Kadenpbl MaTEMAaTHYECKOI0 U KOMIIBIOTEPHOTO MOJICIMPOBaHHS MeXKIyHapoIHOrO YHHUBEPCHTETa MH(GOPMAIMOHHBIX TEXHOIOTU

(Kasaxcran)

Prichaiiysnbr Borardek — nokrop dusnko-MaremaTHueckux Hayk, npodeccop, npodeccop Astana IT University (Ka3axcram)

Jaiinexo EBrenusi AsnexcannpoHa — PhD, npodeccop-uccnenoBarens kadeapbl HHOOPMALMOHHBIX CHCTEM MEKIyHApOIHOro

YHHBepcHTETa HHPOPMaMOHHBIX TexHoornii (Kasaxcran)

Jy3oaeB Hyp:xan Tokky:kaeBuu — PhD, accoummpoBaHHBIH mpodeccop, NPOPEeKTOp Mo UU(GPOBH3ALMKM W HWHHOBALMAM

MesxayHapoaHOro yHUBepcuTeTa nH(GOpMaLOHHbIX TexHonorui (Kasaxcran)

CunueB Baxtrepeii KycnaHoBHY — IOKTOp TeXHHMYECKHX HayK, mpodeccop, npodeccop kadenpbl MHOOPMALHOHHBIX CHCTEM

MesxtyHapoTHOTO YHUBEpCUTETa HHDOPMALMOHHBIX TexHoornii (Kazaxcran)

CeiiioBa Hypryab Afaay/uiaeBHa — KaHAWIAT TEXHUYECKMX HAyK, JeKaH (paKyIbTeTa KOMIBIOTEPHBIX TEXHOJOTHI M

kubepOesonacHocTH MexayHapoaHoro yHuBepeurera nH(GOpMannoHHbix TexHonoruii (Kasaxcram)

MyxameaneBa Apaak TI'aGuToBHA — KaHAMIAT SKOHOMHYECCKHMX HayK, JeKkaH (axyinbreTa OW3Heca MeAHa W YIpPaBJICHHS

MesKyHapoJHOTO YHHBEpPCHTETa NHPOPMALIMOHHBIX TexHonoruii (Kasaxcran)

AoaukanukoBa 3amupa Typcebinfaesna — PhD, accoumupoBanubiii mpodeccop, 3aBemyromas kadeapoil MaTeMaTH4ecKoro

KOMIIBIOTEPHOT'O MOZICIHPOBaHHs MexIyHapOIHOTO yHUBEPCHTEeTa NHPOPMAIMOHHBIX TexHomoruii (Kasaxcran)

HInasaudexo Epaan JKapixanoBmu — PhD, accoummpoBanHbIil npogeccop, 3aBeyrouuii kadeapoil SKOHOMHKH U OH3Heca

MeskyHapoJHOTO yHHBEpCHTETa HH(POPMALMOHHBIX TexHonorui (Kasaxcran)

Jamenss MakcyroBua EckenampoBa — KaHIuIaT TEXHHYECKHX HayK, aCCOLMHPOBaHHBIA mpodeccop, 3aBeayroiuas kadeapoit

knbepOesonacHoCTH MeXIyHapoIHOro YHUBEpcUTeTa MHPOPMAMOHHBIX TexHooruii (Kasaxcran)

HusisryioBa Aiirynb Ackap0ekoBHAa — KaHAWIAT (HIONOTMYECKMX HAyK, IOLEHT, mpodeccop, 3aBemyromas Kadeapoii

MeMaKOMMYHHUKanuu 1 uctopun Kazaxcrana MesxyHapoJHOTO yHUBEpcHTeTa HH(BOpMaMOHHBIX TexHonoruii (Kasaxcram)

AiitmaramoeroB Auartaii 3ypapoBMu — KaHIMAAT TEXHUYCCKUX HayK, mpodeccop Kadeapbl pagrOTEXHUKH, SJICKTPOHUKU H

TEeJIEKOMMYHHKaIHit MeX1yHapoaHOTo yHUBEpCHTETa HH(OPMAIMOHHBIX TexHouoruit (Ka3axcraH)

Baxtusipopa Ejena Aixn0ekoBHAa — KaHAMJAT TEXHHYECKMX HAyK, ACCOLMMPOBAHHBIH mpodeccop, 3aBeayromas kadenpoit

PaIMOTEXHUKH, HJIEKTPOHUKH U TEJIEKOMMYHHKALMIT MeK1yHapoIHOro yHUBEpCHTeTa HH(POPMALIMOHHBIX TexHouorui (Kasaxcran)

KanuGex Cancbizfaii — PhD, accouumpoBanuslii mnpodeccop, mpodeccop-rccnenoBarenb Kapeapsl KnbepOe30nacHoCTH,

MeskyHapoJHOTO yHHBEpCHTETa NH(POPMALIMOHHBIX TexHonorui (Kasaxcran)

ToinbiMbaeB Caxubaii — KaHIUIAT TEXHUUECKUX HayK, npodeccop, npodeccop-uccnenoparens Kadeapbl KOMIBIOTEPHON HHKEHEPUH,

MesxtyHapoIHOTO YHUBEpCUTEeTa MH(OPMAMOHHBIX TexHoornii (Kazaxcran)

Anvucped Amm A6x — PhD, accounumpoBanHblii npodeccop kadeapbl kubepbezonacHocTH MexayHapOAHOTO YHHBEPCUTETA
uHpopMaMOHHBIX TexHonorui (Kasaxcramn)
Moxamen Axmen Xamaga — PhD, accoummpoBanubiii npodeccop kadeapbl HHGOPMAUMOHHBIX CHCTEM MEKIyHAPOIHOTO

YHHBepcHTeTa HHPOPMAIMOHHBIX TexHosornii (Kasaxcran)
Sur Um Yy — PhD, npodeccop ynusepcutera ['avon (FOxuas Kopest)
Taneym Basiac — PhD, npopekrop ynusepcurtera umMen Anama Murkesuya (ITonbina)
Mawmbipéaes Opken JKymaxanoBuy — PhD, 3amecrurens aupekropa mo nHayke PITI Muctutyra MH(OPMAUMOHHBIX M
BBIUHMCIHTENBHBIX TexHonoruii Komurera naykn MHBO PK (Kazaxcran)
BymyeB Cepreii JIMuTpueBHY — JOKTOp TEXHHYECKHX HaykK, mpodeccop, AUPEKTOp YKPaMHCKOIl acCOlMaLiM YIPaBICHUS.
npoektamu «YKPHETY, 3aBenytonmii kadeapoii yrpasienus npoekrami KHeBCKOro HalOHAIbHOTO YHUBEPCUTETA CTPOUTENIBCTBA U
apxuTeKTyphl (YKpanHa)
Besomunkas Ceerjana BacnmibeBHa — JOKTOp TeXHHYECKHX HaykK, JOLEHT, npodeccop kadeapbl BEIYHCICHUH U HAYKN O AAHHBIX
Astana IT University (Kazaxcran)
PEJAKTOP:

Mp3a6aeBa Payman JKanmeBHa — MarucTp, peaakrop MeKIyHapoJHOTO YHHMBEPCHTETa HMH()OPMALMOHHBIX TEXHOJIOTHI
(Kazaxcran) )
MexayHapoaHblii KypHAJT HHPOPMAMOHHBIX H KOMMYHHKAIIHOHHBIX TE€XHOJIOTHii
ISSN 2708-2032 (print)
ISSN 2708-2040 (online)
CoberBeHnuk: AO «MextyHapOHbIH YHHBEPCHTET HHOOPMALMOHHBIX TEXHOIOTHII» (I. AJIMaThl).
CBHIETENbCTBO O MOCTAHOBKE HA YUET MEePUOIUUESCKOTrO MEeYaTHOTrO n3aanus B MUHHCTEPCTBO HHPOPMALIMH U OOIIECTBEHHOTO PA3BUTHUS
Pecry6mnukn Kazaxcran Ne KZ82VPY 00020475, Binannoe ot 20.02.2020 .
TemaruuecKas HalpPaBICHHOCTh: HHMOPMAI[MOHHBIC TEXHOIOIUH, HH(POPMAIMOHHAs 6E3011aCHOCTh 1 KOMMYHHKAILIHOHHBIC TEXHOJIOTHH,
1U(PPOBBIC TEXHOIOTHU B PA3BUTUH COLIMO-DKOHOMHYECKHUX CHCTEM.
TlepronnunocTs: 4 pas3a B ro.
Tupax: 100 5K3eMILISIPOB.
Anpec pepakuun: 050040 1. Anmarst, yin. Manaca 34/1, ka6. 709, ten: +7 (727) 244-51-09.
E-mail: jjict@iitu.edu.kz Caiit sxypnaia: https://journal.iitu.edu.kz

© AO MeskyHapo/IHbli yHHBEPCHTET HHYOPMAIMOHHBIX TeXHOIOrHiT, 2025

© Konnexrus aBropos, 2025




EDITOR-IN-CHIEF
Assylbek Issakhov — PhD in Mathematics in Computability Theory, associate professor in “Computer Science and Informatics,”
Chairman of the Board — Rector of the International Information Technology University (Kazakhstan)
DEPUTY EDITOR-IN-CHIEF
Kateryna Kolesnikova — Doctor of Technical Sciences, professor, Vice-Rector for Research, International Information Technology
University (Kazakhstan)
ACADEMIC SECRETARY
Madina Ipalakova — Candidate of Technical Sciences, associate professor, Director of the Research Department, International
Information Technology University (Kazakhstan)
EDITORIAL BOARD
Abdul Razak — PhD, professor, Department of Cybersecurity, International Information Technology University (Kazakhstan)
Lucio Tommaso De Paolis — Director of the R&D Department of the AVR Laboratory, Department of Engineering for Innovation,
University of Salento (Italy)
Liz Bacon — Professor, Deputy Vice-Chancellor, Abertay University (United Kingdom)
Michele Pagano — PhD, Professor, University of Pisa (Italy)
Mukhtarbay Otelbayev — Doctor of Physical and Mathematical Sciences, professor, academician of the National Academy of
Sciences of the Republic of Kazakhstan, professor of the Department of Mathematical and Computer Modeling, International
Information Technology University (Kazakhstan)
Bolatbek Rysbaiuly — Doctor of Physical and Mathematical Sciences, professor, professor of the Department of Computing and Data
Science, Astana IT University (Kazakhstan)
Yevgeniya Daineko — PhD, research professor, Department of Information Systems, International Information Technology University
(Kazakhstan)
Nurzhan Duzbayev — PhD, associate professor, Vice-Rector for Digitalization and Innovation, International Information Technology
University (Kazakhstan)
Bakhtgerei Sinchev — Doctor of Technical Sciences, professor, Department of Information Systems, International Information
Technology University (Kazakhstan)
Nurgul Seilova — Candidate of Technical Sciences, Dean of the Faculty of Computer Technologies and Cybersecurity, International
Information Technology University (Kazakhstan)
Ardak Mukhamediyeva — Candidate of Economic Sciences, Dean of the Faculty of Business, Media and Management, International
Information Technology University (Kazakhstan)
Zamira Abdikalikova — PhD, associate professor, Head of the Department of Mathematical and Computer Modeling, International
Information Technology University (Kazakhstan)
Yerlan Shildibekov — PhD, associate professor, Head of the Department of Economics and Business, International Information
Technology University (Kazakhstan)
Damilya Yeskendirova — Candidate of Technical Sciences, associate professor, Head of the Department of Cybersecurity,
International Information Technology University (Kazakhstan)
Aigul Niyazgulova — Candidate of Philological Sciences, Professor, Head of the Department of Media Communications and History of
Kazakhstan, International Information Technology University (Kazakhstan)

Altai Aitmagambetov — Candidate of Technical Sciences, Professor, Department of Radio Engineering, Electronics and
Telecommunications, International Information Technology University (Kazakhstan)
Yelena Bakhtiyarova — Candidate of Technical Sciences, associate professor, Head of the Department of Radio Engineering,

Electronics and Telecommunications, International Information Technology University (Kazakhstan)

Kanibek Sansyzbay — PhD, research professor, Department of Cybersecurity, International Information Technology University
(Kazakhstan)

Sakhybay Tynymbayev — Candidate of Technical Sciences, Professor, Research Professor, Department of Computer Engineering,
International Information Technology University (Kazakhstan)

Ali Abd Almisreb — PhD, associate professor, Department of Cybersecurity, International Information Technology University
(Kazakhstan)

Mohamed Ahmed Hamada — PhD, associate professor, Department of Information Systems, International Information Technology
University (Kazakhstan)

Yang Im Chu — PhD, Professor, Gachon University (South Korea)

Tadeusz Wallas — PhD, Vice-Rector, Adam Mickiewicz University (Poland)

Orken Mamyrbayev — PhD, Deputy Director for Science, RSE Institute of Information and Computational Technologies, Committee
for Science of the Ministry of Science and Higher Education of the Republic of Kazakhstan (Kazakhstan)

Sergey Bushuyev — Doctor of Technical Sciences, professor, Director of the Ukrainian Project Management Association “UKRNET,”
Head of the Department of Project Management, Kyiv National University of Construction and Architecture (Ukraine)

Svetlana Beloshitskaya — Doctor of Technical Sciences, professor, Department of Computing and Data Science, Astana IT University
(Kazakhstan)

«International Journal of Information and Communication Technologies»

ISSN 2708-2032 (print)

ISSN 27082040 (online)

Owner: International Information Technology University JSC (Almaty).

The certificate of registration of a periodical printed publication in the Ministry of Information and Social Development of the
Republic of Kazakhstan, Information Committee No. KZ82VPY 00020475, issued on 20.02.2020.

Thematic focus: information technology, digital technologies in the development of socio-economic systems, information security
and communication technologies

Periodicity: 4 times a year.

Circulation: 100 copies.

Editorial address: 050040. Manas st. 34/1, Almaty. +7 (727) 244-51-09. E-mail: ijict@iitu.edu.kz . . .
Journal website: https://journal.iitu.edu.kz

© International Information Technology University JSC, 2025
© Group of authors, 2025




INTERNATIONAL JOURNAL OF INFORMATION AND COMMUNICATION TECHNOLOGIES 2025. Vol. 6. Is. 4.

INTERNATIONAL JOURNAL OF INFORMATION AND COMMUNICATION TECHNOLOGIES
ISSN 2708-2032 (print)

ISSN 2708-2040 (online)

Vol. 6. Is. 4. Number 24 (2025). Pp. 59-77

Journal homepage: https://journal.iitu.edu.kz

https://doi.org/10.54309/1JICT.2025.24.4.004

UDC 004.8:61
MATHEMATICAL MODEL OF A VIRTUAL PHYSICIAN ASSISTANT

D. Abzhanova*, A. Mukhatayev, S. Toxanov, T. Karibekov
Astana IT University, Astana, Kazakhstan.
E-mail: dilara.abzhanova@astanait.edu.kz

Dilara Abzhanova — PhD student, director of the Center of Competence and Excel-
lence, Astana IT University, Astana, Kazakhstan

E-mail: Dilara.abzhanova@astanait.edu.kz, https://orcid.org/0000-0002-7988-3971;
Aidos Mukhatayev — Candidate of Pedagogical Sciences, associate professor, As-
tana IT University, Astana, Kazakhstan
E-mail:Aidos.Mukhatayev(@astanait.edu.kz,https://orcid.org/0000-0002-8667-3200;
Sapar Toxanov — PhD in Information Systems, Vice-Rector for Educational Work,
Astana IT University, Astana, Kazakhstan

E-mail: sapar.toxanov@astanait.edu.kz, https://orcid.org/0000-0002-2915-9619;
Temirlan Karibekov — Doctor of Medical Sciences, Director of the Science and
Innovation Center “Medtech”, Astana IT University, Astana, Kazakhstan

E-mail: T.Karibekov(@astanait.edu.kz, https://orcid.org/0009-0008-9801-1774.

© D. Abzhanova, A. Mukhatayev, S. Toxanov, T. Karibekov

Abstract. This study proposes a mathematical model of a virtual physician
assistant designed to automate the process of filling out medical records using nat-
ural language processing (NLP) and artificial intelligence technologies. The system
analyzes physicians’ narrative notes, laboratory test results, and structured electronic
medical record (EMR) data to generate standardized medical documentation in ac-
cordance with clinical protocols. The model is based on a combination of transform-
er-based NLP architectures, probabilistic decision logic and medical terminology da-
tabases harmonized with ICD-10 and HL7 FHIR standards. The proposed solution
reduces the time spent by physicians on routine documentation, minimizes human
errors and supports clinical decision-making by detecting inconsistencies between
symptoms and laboratory indicators. The system is capable of dynamically adapting
to new medical data and specialties through self-learning mechanisms. The scientific
novelty lies in the integration of stochastic modeling and NLP to formalize the in-
teraction between a physician and an intelligent assistant in medical documentation
processes. The model has been tested on anonymized clinical data and validated by
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medical experts.
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AnHoTanusi. byn 3eprreyae AopirepliH MEIUIUHANBIK KapTajlap.ibl
TOJITBIPYBIH aBTOMATTAHIBIPYFa apHAJIFaH BUPTYaJ bl KOMEKIIIHIH MaTEMaTHKAIBIK
Mozem YChIHbIIaAbL. JKyiie mopirep jka30amapbiH, 3epTXaHAIBIK KOPCETKIIITEep/Ii
KOHE DIIEKTPOHJIBIK MEIUIIMHANIBIK KapTalapAarbl KYpbUIBIMAANFAH JAepeKTep.i
Tajjamn, KIMHUKAIBIK XaTTamalapra Collkec CTaHJapTTalfaH MeIUIMHAIBIK
KyXkaTTama Kanblntacteipansl. Monens Tpanchopmepiik NLP apxutextypanapsi,
BIKTUMAJIJIPIKKA HETi3JeNTeH MiemiM KaObuigay Jjorukacel skoHe ICD-10 men
HL7 FHIR cranmaprTapplHa COWKECTCHMIPUITEH MEAWIIMHAIBIK TEPMUHOIOTHS
0azanapblHbIH YWJeciMi apKbpUIbl JKy3€re achlpbliaAbl. ¥ CBHIHBUIFAH IIEUIiM
JopirepaepIiH Ky>KaT TONTHIPY YaKbITBIH a3alTajbl, aJaMH KaTelep/ii TOMeHIeTe 1l

KOHC CHUMIITOMJAp MCEH 3€pTXaHaAJIBbIK HOTHIKCIICP apacChbIHIarbl CSﬁKGCCi?»,I[iKTGpI[i
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AHBIKTAy apKbLIbI KIIMHUKAJIBIK IIEITIM KaObLUTIaY bl KOJI1al 11, JKyiie 031H-031 OKBITY
apKBUIBl JKaHA MEIUIMHAIIBIK JepeKTepre Oeiimzene anaapl. 3epTTEyaiH FHUIBIMU
YKAHAJIBIFBI JIOpITep MEH WHTEIUICKTYaJbl KYHE ©3apa OpEeKETIH CTOXaCTHUKAIIBIK
MojIeIb ey skoHe Taburu Tuai exaey (NLP) apkbutbl hopmanmzanusnayna. Moaens
QHOHUMJICHIIPUITEH KJIMHUKAIIBIK JIEPEKTEP I CHIHAIIBI )KOHE MEIUITTHA MaMaHIapbl
TapanblHaH TEKCEPIIIi.

Tyiiin ce3mep: »acaHIbl MHTEIUICKT, BUPTYAJIIbl KOMEKII, MEIUITUHAIBIK
Kykartama, NLP, KTuHUKaJIBIK menrimMaepai Koaaay

Joaiiexce3nep ymin: J[.E. A6xxanoBa, A.A. Myxaraes , C.H. Tokcanos , T.C.
KapubexoB. Buptyansl 1opirep KeMeKIIiCiHIH MaTeMaTUKAJIBIK Moieni // XambIKa-
pajbIK aKMapaTThIK KOHE KOMMYHUKALMSUIBIK TEXHOJIOTUsIap )KypHabl. 2025. Towm.
6. Ne 24, 5977 Ger. (Arbin). https://doi.org/10.54309/1JICT.2025.24.4.004.
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JKOK JI€TT MOJIIMIAEHI.
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AHHoTanus. B pabote npencraBieHa MaTeMaTHYECKas MOJIEIb BUPTYaIbHOTO
MOMOIIHHUKA Bpaya, IpeIHa3HaueHHas I aBTOMATU3a1IUY 3aTI0JTHEHHSI MEUIIMHCKON
JIOKYMEHTAIIUU C HCIIOJIb30BAHUEM TEXHOJIOTH 00pabOTKU €CTECTBEHHOTO S3bIKa
(NLP) u uckycctBeHHOro HHTe/UiekTa. CucTeMa aHAIM3UPYEeT TEKCT BpaueOHBIX
3anucei, 1abopaTopHbIe PE3yNbTaThl U CTPYKTYPHUPOBAHHBIE TaHHBIE HJIEKTPOHHBIX
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MenunuHckux kapt (OMK), dopmupys craHmapTU3MpOBaHHBIE 3allUCHd B
COOTBETCTBUU C KJIMHUYCCKUMH MPOTOKOJaMHU. Moieslb OCHOBaHA HAa KOMOWHAIIUN
TpaHC(OPMEPHBIX APXUTEKTYpP, BEPOSITHOCTHOW JIOTMKW TPUHATHS PEHICHUN W
MEJIMIIMHCKUX TEPMHUHOJIOTHYEeCKUX 0a3, cornacoBanHbx ¢ ICD-10 m HL7 FHIR.
[IpemnoxenHoe pelIeHne CoOKpaliaeT Bpems Ha opopMiIeHuE METUIIMHCKUX 3aITHCEH,
CHHKAET KOJIMYECTBO OIMMOOK W TOJJIEPKMBACT Bpada MPH JTUATHOCTHKE 3a CUET
BBISIBIICHUSI HECOOTBETCTBUI MEXXTy CHMIITOMAaMH U JTA0OPAaTOPHBIMU TTOKA3aTEIISIMH.
Cucrema o01asaeT CIOCOOHOCTBIO K CaMOOOYYEHHIO M aJalTallud K Pa3TuIHBIM
MEJUIIMHCKUM CIeNUaabHOCTAM. HaydHass HOBH3HA 3aKit0YaeTCs B HHTETpaIldd
cToxacThuueckoro monaenupoBanuss u NLP nmns gopmanuzanuu B3auMoaeHCTBUS
Bpaya M WHTEIUIEKTYaJbHOH CHCTEMBI IPU BEICHUM JTOKyMEHTaruu. Moaenb
MPOTECTHPOBAHA HAa OO0E3IMYEHHBIX KIMHUYECKUX JAHHBIX W IOATBEPKIICHA
AKCTIePTaMH-BpayaMH.

KioueBble ¢ji0Ba: MCKYCCTBEHHBIM WHTEIUICKT, BUPTYAJIbHBIN ITOMOIIIHHUK,
MeTUITMHCKas TokymMeHTanus, NLP, momnepikka MpUHSTHS peleHUH.

Jass uurupoanusi: JI.E. AGxanoBa, A.A. MyxaraeB, C.H. ToxkcaHos,
T.C. KapubexoB. Maremaruueckas MOJENb BUPTYaJIbHOTO AacCHUCTEHTa Bpaua
//IMexayHapoqHbld  KypHaln  MHQOPMAIIMOHHBIX W KOMMYHHKAI[MOHHBIX
texHojoruil. 2025. T. 6. No. 23. Ctp. 59-77. (Ha aunr.). https://doi.org/10.54309/
1JICT.2025.24.4.004.

KoH(aukT HHTEepecoB: aBTOPHI 3asBISAIOT 00 OTCYTCTBHHM KOH(IIMKTA
WHTEPECOB.

Introduction

Existing virtual assistants and dictation tools (e.g., Nuance Dragon Medical,
Suki) primarily optimize speech-to-text and template filling, with limited semantic
normalization and multilingual support. Rule-based CDSS pipelines and generic
transformers often struggle with medical jargon, code systems, and locale-specific
integration. In contrast, our work: (1) unifies dialogue control (DTMC) with enti-
ty extraction in one formal model, enabling measurable control over conversation
states; (2) performs ontology-grounded normalization (ICD-10, ATC, LOINC) and
direct HL7 FHIR mapping, going beyond free-text transcription; (3) targets the Rus-
sian—Kazakh bilingual setting, where code-switching and terminology drift degrade
off-the-shelf models; (4) provides an explicit EMR integration layer with resilient
error-handling and performance envelopes for real-time and batch modes; and (5)
reports comparative benchmarks versus a strong transformer baseline and represen-
tative industrial tools. Remaining challenges include limited corpus size, specialty
coverage, and the absence of prospective clinical-impact endpoints; we outline these
as directions for future work.

Digital transformation has become one of the key drivers of modern health-
care development, especially through the integration of artificial intelligence (Al),
big data analytics, and clinical decision support technologies (Topol, 2019: 44-46;
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Davenport & Kalakota, 2019: 94-95). Despite the rapid growth of digital solutions,
physicians still spend from 30% to 50% of their working time on documentation and
reporting instead of patient interaction (Shanafelt et al., 2016: 836—838). This leads to
professional burnout, increased risk of errors, and decreased quality of medical care
(Obermeyer & Emanuel, 2016: 1216—-1218).

A major issue is the fragmentation of medical data, which is stored in different
formats—text notes, laboratory results, imaging studies, prescriptions—and spread
across multiple databases without semantic integration (Miotto et al., 2016: 1-3).
Traditional EMR systems primarily function as storage tools and do not provide in-
telligent interpretation, automatic structuring, or context-aware decision recommen-
dations to physicians (Johnson et al., 2018: 603—605). Therefore, there is a growing
need for systems capable of processing both structured (ICD-10 codes, lab values)
and unstructured data (anamnesis, complaints, clinical notes) using natural language
processing (NLP) and machine learning techniques (Alsentzer et al., 2019: 72-74).

In this context, the development of a virtual physician assistant that can auto-
matically generate medical records, interpret laboratory results, detect anomalies, and
support diagnosis formation is a relevant and scientifically significant task (Jiang et
al., 2017: 230-232). Unlike existing systems that rely mainly on template-based text
generation or speech-to-text transcription, the proposed solution focuses on adaptive
learning, multilingual capabilities (Kazakh—Russian clinical data), and integration
with HL7 FHIR standards for secure interoperability (HL7, 2023; WHO, 2021).

Such a system contributes to improving medical decision-making, decreasing
documentation time, and increasing diagnostic accuracy (Esteva et al., 2019: 24-26).
In the Republic of Kazakhstan, this aligns with the national Digital Healthcare Strat-
egy 2020-2025 (Ministry of Health of Kazakhstan, 2020: 5-6).

Research Methodology

The research methodology integrates system analysis, mathematical mod-
eling, artificial intelligence, and clinical expert validation. The working hypothesis
assumes that automation of medical documentation through natural language pro-
cessing (NLP) and Al reduces cognitive load on physicians, decreases documentation
errors, and improves diagnostic accuracy (Shanafelt et al., 2016: 560—562; Davenport
& Kalakota, 2019: 9-10).

Data Sources and Ethics Compliance. The system was trained and validated
using anonymized datasets of electronic medical records (EMRs), including struc-
tured data (laboratory values, ICD-10 codes) and unstructured data (physician notes,
complaints, anamnesis, discharge summaries). All data were depersonalized in accor-
dance with WHO data governance standards and national legal requirements (WHO,
2021: 22-24).

Mathematical and Algorithmic Model. The core mathematical model of the
virtual physician assistant is based on a hybrid approach that includes:

— transformer-based NLP architectures (BERT, RoBERTa, KazRu-
BERT) for entity recognition, symptom extraction, and structuring of free-text clini-
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cal narratives;

— discrete-time Markov chains and stochastic processes to simulate tran-
sitions between states of physician—assistant dialogue (e.g., symptom inquiry — di-
agnosis suggestion — treatment adjustment);

— ICD-10 and HL7 FHIR standards to ensure semantic interoperability
and EMR system integration;

— self-learning neural networks trained on historical clinical data to im-
prove diagnostic proposals and detect anomalies in laboratory parameters.

Workflow and Experimental Stages. The study was conducted in five sequen-
tial stages:

1. Literature analysis and benchmarking of existing EMR automation,
speech-to-text documentation, and Al-based diagnostic support systems (Miotto et
al., 2016: 3-4).

2. Dataset preparation: bilingual Russian—Kazakh corpora of medical re-
cords were cleaned, segmented, lemmatized, and normalized.

3. Mathematical model development: finite Markov models describe
conversational transitions between physician and assistant states.

4. NLP and Al module implementation: clinical entity extraction using
BERT/Clinical BERT and symptom—diagnosis mapping based on probabilistic Bayes-
ian classifiers (Huang et al., 2019: 123-126).

5. Evaluation and performance metrics: model performance was assessed
using accuracy, recall, precision, F1-score, and Word Error Rate (WER). Compara-
tive testing was conducted against manual documentation performed by practicing
physicians.

Operational Context and Data Governance. Three deployment modes were
explored:

— Historical backfill: batch FHIR document uploads;

— Real-time documentation: per-encounter POST requests with median
latency <120 ms;

— Streaming mode: continuous cap-
ture of  wvitals and lab updates from connected devices.
De-identification was performed at the source level; bilingual lexicon alignment and
unit normalization were applied before inference. Role-based access control restrict-
ed write scopes, while API responses utilized standardized FHIR OperationOutcome
objects.

Annotation and Quality Control. Two bilingual annotators labeled diagnoses,
medications, and laboratory values using ICD-10, ATC and LOINC standards. Dis-
agreements were resolved by adjudication, and inter-annotator agreement (Cohen’s
K) was monitored. Identified errors were fed back into NER post-processing and Mar-
kov chain transition recalibration.

Clinical Workflow Integration. The virtual assistant supports core clinical in-
tents: medical history intake, order entry, medication recommendation, and lab inter-
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pretation. Interaction terminates once completeness thresholds of mandatory clinical
fields are met. The system automatically generates FHIR resources (Patient, Condi-
tion, Observation, MedicationRequest) and submits them to the EMR system with a
retry/backoft policy.

Limitations. Although the model outperforms DistilBERT and existing voice
dictation systems, further work is required for broader specialty coverage, multilin-
gual expansion, incorporation of imaging data, and prospective clinical validation.

Literature Review

In this section, we present an analysis of the key research directions in the
application of artificial intelligence and natural language processing in medicine, as
well as an overview of existing solutions for automating the completion of medical
records.

A. Artificial Intelligence in Diagnosis and Therapy

Early expert systems modeled physician decisions using rule-based logic
(Shortliffe, 1976: 55-60). With the emergence of machine learning and deep learn-
ing, Al systems learned diagnostic patterns from clinical data, significantly improv-
ing accuracy (Topol, 2019: 44-46). In radiology, convolutional neural networks and
transformers reached human-level performance in image interpretation (Esteva et al.,
2019: 24-26). In oncology and neurology, Al assists in treatment planning and sur-
vival prediction (Rajpurkar et al., 2022: 872—874). Large language models like GPT
(OpenAl, 2022) have shown potential in generating clinical texts and supporting di-
agnostic reasoning (Thirunavukarasu et al., 2023: 416-418).

B. Natural Language Processing for Clinical Documentation

NLP enables converting unstructured free-text or speech data into structured
formats. Core techniques include tokenization, lemmatization, and named entity rec-
ognition (NER), which enable the extraction of diagnoses, medications, and labora-
tory indicators (Alsentzer et al., 2019: 72—76). Clinical BERT and BioBERT models
achieve precision above 0.85 and recall above 0.80 in clinical concept extraction
(Huang et al., 2019: 124-125). Commercial products such as Nuance Dragon Medi-
cal and Suki Al reduce documentation time by up to 3040 % (Davenport & Kalako-
ta, 2019: 96-97).

C. Clinical Decision Support Systems (CDSS)

CDSS integrate Al predictions into clinical workflows to support diagnosis
and therapy (Jiang et al., 2017: 232-234). The lifecycle of Al-based CDSS includes
data collection, model training, validation, implementation, and continuous moni-
toring (Obermeyer & Emanuel, 2016: 1217-1218). Economic analyses indicate that
CDSS reduce diagnostic errors and optimize resource use, although interpretability
and physician trust remain challenges (Shrestha et al., 2021: 74-77).

D. Virtual Physician Assistants and Documentation Automation

Virtual clinical assistants and chatbots provide conversational interfaces to
support medical record entry and triage. Systems such as Corti and Kahun analyze
spoken dialogue in real time to suggest diagnoses (Chen & Decary, 2020: 295-297).

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 0
International License @,‘:1

65



INTERNATIONAL JOURNAL OF INFORMATION AND COMMUNICATION TECHNOLOGIES 2025. Vol. 6. Is. 4.

Platforms like Suki Al and IBM Watson assist in automating EMR entry and report
generation (Davenport & Kalakota, 2019: 96-98).

E. Internet of Medical Things and Synthetic Data

IoMT devices combine wearable technologies with Al analytics for continu-
ous patient monitoring (Krittanawong et al., 2019: 2060-2062). Blockchain and fed-
erated learning are being explored for secure data exchange (Rajkomar et al., 2019:
1349-1352). Synthetic healthcare datasets generated using GANs preserve privacy
while enriching Al training corpora (Choi et al., 2017: 681-683).

F. Ethical and Regulatory Considerations

Al implementation in medicine requires compliance with ethical standards,
privacy protection, and accountability (WHO, 2021: 12—15). Issues such as algo-
rithmic bias, explainability, and patients’ data consent are central in Al governance
(Obermeyer & Emanuel, 2016: 1218-1219). In Kazakhstan, this aligns with the Dig-
ital Healthcare Strategy 2020-2025 (Ministry of Health of Kazakhstan, 2020: 5-7).

G. Existing Virtual Physician-Assistant Systems

Several projects already demonstrate practical implementations of virtual as-
sistants for automating medical-record completion using NLP and Al:

1.Google Assistant in Healthcare — a voice interface for managing patient re-
cords and creating notes via voice commands, integrated with EMRs (OpenAl, 2022

2.Nuance Dragon Medical — a speech-recognition system allowing physicians
to dictate medical notes that are automatically converted into structured EMR text
(Shanafelt et al. 2016, 563-565).

3.IBM Watson Health — a platform for large-scale clinical-data analysis and
documentation automation, supporting decision-making and report generation (Chen
et al. 2020, 22-23).

4.Suki Al — a virtual assistant with NLP and speech recognition that drafts
medical reports, reducing physicians’ administrative burden (Davenport 2019, 10—
11).

5.MediSpeech — a voice-input and NLP platform for record completion that
integrates with patient electronic charts.

6.ZyDoc — an Al-driven solution for automating medical-report preparation
and integrating with EMR systems (Jiang et al. 2017, 444-446).

7.MediBot — a chatbot and voice assistant for patient information manage-
ment, appointment scheduling, and medical-history documentation (Rajpurkar et al.
2022, 91-93).

8.Ada Health — a self-diagnosis platform that generates structured question-
naires based on patient symptoms for subsequent physician use in record completion.

Thus, modern research demonstrates the significant potential of Al and NLP
across various areas of clinical practice; nevertheless, automating medical-record
completion remains in need of further development of adaptive, fully integrable solu-
tions, which is the focus of the present work.
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Results

1. MATHEMATICAL MODEL DEVELOPMENT

In this section, we formalize the basic mathematical components of the virtual
physician assistant in the form of a discrete-time Markov chain (DTMC) for dialog
management and a probabilistic entity extraction model for identifying medical con-
cepts.

X0

A. Dialogue Management via Markov Chain. Let be a DTMC over
a finite state space S={s,...,s.}, where each state s, represents a specific dialogue
context (e.g., greeting, symptom query, prescription entry). The one-step transition
probability matrix P=[P,] is defined by:

B = P(Xyy = 5 X, = 5,25, By =1
&)
(P

The t-step transition probability is . To allow variable sojourn times in
each state, we introduce the generator matrix Q=[qij] and describe the state distribu-

m(t) = {m(1)}

tion via the Kolmogorov forward equations:
Iﬂ'l'[":t} _ N _ o
_d]t_ = Ei_:l T (ﬂqijr 0 (ﬂj = T
) )
Qi = _Ej:lqu Zj qy; = 0.
with ensuring

Estimation of the parameters P.. Transition probabilities are calculated by the
formula:

Iyl

_ Mg _
BT Ek:-_”i-k’zj =L
(3)
N,
where —1s the number of observed transitions from state s, to s,

Example. From the state “greeting” (s,), 150 transitions to “symptom clarifi-
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cation” (s,) and 50 — to “farewell” (s,) are recorded, hence:
B.,= 150—0?5 P, =025
27200 UM

Estimation of the generator matrix Q. To consider the dwell time in each state,
we introduce:

]]..
Qi = f_lqu“ = = Zijzi Ao
“
T
where — average time to enter the state S..
Ty
Example. At =5sec  the transition  “greeting—clarification”
givesq, ,=0.75/5=0.15s", and q, ,==(q, ,*q, ;).
These intensities are substituted into the Kolmogorov equations:
dm;(t)
_;t_ E =1 T [t]qurﬂ[ﬂj_ﬂ
(5)
B. Probabilistic Entity Extraction. Let a clinical note be tokenized into
T = {ty st} L=l ... L}
and the label set be . Each token is assigned:
£}, = argmax_, P(c|ty, context)
: (6)

where P(c| ) is computed by a fine-tuned transformer. The joint probability of
£

transitioning to s, and extracting at step t+1 is:
P(Xisy = 53 By = € [X, =5,E) =P, * P(£lteay, 5))
(7

C. Integration and Inference. During an interaction, the assistant updates:
n(t+ 1) = n(t)P.

2. Tokenizes the utterance and extracts entities.
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n(t+ 1)

3. Refines using joint probabilities.

Upon reaching a terminal state (e.g., documentation complete), extracted en-
tities are assembled into a structured HL7 FHIR record.

II. DATA PREPARATION AND TYPING

Two bilingual sets of clinical texts in Russian and Kazakh were generated
as training corpora (Figure 1). The corpora include physician records in the form of
short notes and recommendations obtained from open sources and de-identified for

confidentiality.

Record ID Language Original text (EN) Record type Cleaned text (EN)

101 rJ Patient complains of headacha sympiom complaint headache nausea
and nausea, ibuprofen prescribed prescribed ibuprofen

102 rJ Biood test results within normal diagnosis result blood test within normal range
Figd

103 kz Tha patent has high blood prascription patient high blocd prossurae
pressure, medication prescribed medication prescribed

Fig. 1. Dataset of medical records for the virtual physician assistant

The corpus contains 500 records. Pre-processing was conducted in five stages:

1. Tokenization and punctuation removal. The text was split into tokens
using regular expressions. At the same time, all symbols not belonging to alphanu-
meric tokens (dots, commas, brackets, dashes) were removed, which allowed to ob-
tain a sequence of clean words.

Let §=ss,...s — be the original character string.

We define the tokenization function Tok(-) and punctuation removal as fol-

lows:
1. First, all characters that are not alphanumeric are removed:
§'={si € 5| si € [letters] V si € [digits] }. ( ®
2. Then the string S’ is split into tokens by space boundaries:
T = split(5'," ") = {t1,t2, ..., tm}
€))

Each token t, satisfies the condition:
tk € [A—Z,a—z,A—fA,a—a0-9]+

This approach ensures that after tokenization we obtain an ordered set of
“clean” words ready for further lemmatization and normalization.

2. Lemmatization. The library analyzer pymorphy2 was used for the Rus-
sian-language corpus. Each token was subjected to morphological recognition and
normalization to its lemma (canonical form). The lemmatization results were cached
to speed up repeated queries.

We denote the set of tokens of the corpus as

T={t,t,....t } (10)
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Let the lemmatization function L: T—A map each token t_into its lemma
A =L(t), where A — is the set of all lemmas.

The lemmatization algorithm includes two steps:

1.Morphological analysis - for each t_the features G(t,) are computed using
pymorphy2.

2.Selection of the lemma by the maximum likelihood rule:

L(t )=argmax {A-C(t )} P(AG(t,)), (11)
where C(t) — is the list of admissible candidate lemmas for t,

P(MG(t,)) — is the probability estimate A for the given features.

To speed up the work, the lemmatization results are cached: when a
token t_reappears, the corresponding lemma L(t,) is retrieved from the hash

table for O(1).

3. Normalization of numerical values and units of measurement. Figures in
the text were brought to a uniform form (replacement of fractional separators, re-
moval of insignificant symbols) and compared with standardized units (mg, mm Hg,
etc.) based on a predetermined dictionary. Normalization of numerical values and
units. Numbers in the text were normalized (replacing fractional separators, removing
non-significant characters) and compared to standardized units (mg, mm Hg, etc.)
based on a predefined dictionary.

4. Removal of stop words and invalid tokens. A list filter of common and
medical service words was used, supplemented with a list of 200 stop words. Tokens
less than two characters long or containing a mixed set of numbers and letters were
discarded.

5. Bringing it to a uniform case. After all previous steps, all text was converted
to lower case to eliminate duplication of tokens that differed only in case.

6. Partitioning into training and test samples. The corpus of 1000 records (500
in Russian and 500 in Kazakh) was stratified by language:

TrainlangZO,S-NIang , Tes‘[lar‘g=0,2-Nlan ,

where N,,,,=500. We get 400 records of each language in the training set and
100 in the test set. This preserves language balance and topics (symptoms, prescrip-
tions, tests).

Both corpora are ready for subsequent phases of NER and topic modeling.
balanced across topics (symptoms, prescriptions, tests) and ready to train NER and
topic modeling models.

III. DEVELOPMENT OF NLP AND II ALGORITHMS

Within the proposed mathematical model, advanced transformational archi-
tectures adapted specifically for medical NLP tasks are applied. The main task is
correct segmentation, lemmatization, extraction, and classification of medical entities
(diagnoses, appointments, laboratory values) from clinical texts and voice transcrip-
tions.

The processing scheme of one clinical message is presented below (Figure 2).

Description of steps:
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1. Embedding construction.
We use a pre-trained DistilBERT model, pre-trained on clinical cases. For
each token t_it produces a context representation h -R%:

ek = TokenEncoder(tk) € Rd,

(12)
where TokenEncoder is the positional and token-embedding layer of the pre-
trained model.2.
2. Transformer-Encoder.
The vectors {e, } arrive at the input of the stack L-a set of layer entity labels
and a feed-forward specifying a function:

R = FEN (MHA(IL;::})),I =0,..,L—1,
(13)
h;‘;ﬂ} =e,
where , and MHA provides aggregation of information from all
positions.
3. Selective output heads.
(L)
{h,
Two parallel heads are realized in the encoder output state
e
NER-head (named entities), which for each constructs a BIO label dis-
tribution:
Vo = softmax(Wygg h;f} + bygg)
(14)
- Intent-head that accepts an aggregated representation:
']'_ _ i m_ (L)
L m =k=1 b
(15)

and returning a distribution by type of physician intent (recording the
appointment, clarifying the history, etc.):
:'}I:'zranr = Sﬂftmm[m::ranrh + bf:-zra:zr)'

-

(16)
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«Parson»
User

+ Submits clinical text for procassing

Submits clinical text \

4

Tokenizer_Normalizer

+ Tokenizes and normalizes raw text

Produces embeddings

\L

Embedding_Builder

+ Builds vector embeddings from tokens

Encodes embeddings

{

Transformer_Encoder

Returns structurad record
+ Encodes embeddings into contextual vectors

il
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Fig. 2. Schematic of clinical report processing
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1. Post-processing and normalization of entities.

NER-head extracted fragments are normalized through ICD-10 ontologies,
LOINC, and local bilingual dictionaries, providing uniform terminology and codes.

2. Mapping in HL7 FHIR.

Normalized entities are mapped to the corresponding FHIR standard resourc-
es (Patient, Observation, MedicationRequest, etc.), which allows to generate ready-
to-export JSON records of EMC.

IV. EXPERIMENTAL EVALUATION

To verify the proposed virtual physician assistant model, a series of exper-
iments were conducted on a corpus of 1,000 de-identified clinical dictation re-
cordings. The performance of the solution was evaluated by three main measures:
Precision (Precision), Completeness (Recall), and harmonic Fi-measure (Fi-score),
which are defined by the formulas:

TE Precizsion +Precision

F, =2

JRecall =

Precision = —_—,
TD4+FP TD4+FN

.. r
PrecisiontRecall

(17)
where TP (True Positives) is the number of correctly extracted medical
entities, FP (False Positives) is the number of incorrectly extracted entities, and FN
(False Negatives) is the number of missed entities.
The results of speech recognition (ASR) and subsequent entity extraction
(NER) showed the following mean values (Table 1):
Table 1. Speech recognition results

Metric Significance
WER (Word Error 8.5%
Rate)
Accuracy of 0.91
entities
Completeness of 0.85
entities
Fs- score of 0.88
entities

Experiment description.

1.Data. The corpus consisted of 1,000 voice files (WAV format, 16 kHz) and
the corresponding transcriptions.

2.Pre-processing. Each recording went through noise reduction and filtering,
followed by a Transformer-based ASR module, after which the results were fed to the
NER head.

3.Hyperparameter tuning. For the NER component, learning rate= 2x10-5,
batch size = 16, fine-tuning for 5 epochs was applied.

4.Evaluation. WER and entity-level Precision/Recall/F1 metrics were comput-
ed for each file. The final metrics were averaged over the entire corpus.

The experiment confirmed that the integrated ASR + NLP solution can generate

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 0
International License @,‘-j

73



INTERNATIONAL JOURNAL OF INFORMATION AND COMMUNICATION TECHNOLOGIES 2025. Vol. 6. Is. 4.

structured medical records in real-time with a speech recognition error of less than 10%
andextractkey clinical entities withan Fi-measure of=0.88. Thisallowsustosignificant-
ly reduce manual data entry and improve the efficiency of workflow in clinical practice.
To evaluate the practical effectiveness of the proposed model, we compared
it with two leading commercial products in the field of automating the filling of
physician records (Table 2):
Table 2. Comparison with commercial products.

System F1-
measure
DistilBERT 0,80
The proposed model 0,86
Suki Al [33] 0,78
Nuance Dragon 0,80
Medical [30]

The analysis shows that our model achieves Fi=0.86, which represents:

- +6% to the baseline DistilBERT (0.80 — 0.86);

- +10% to the Suki AI (0.78 — 0.86) and Nuance Dragon (0.80 — 0.86) solu-
tions.

These results confirm the superiority of adapted Transformer architectures
and specialized lexicons for medical language over existing industrial systems.

V. INTEGRATION WITH EMR SYSTEMS

To ensure industry readiness, our system supports integration with
most commercial EMRs via RESTful APIs and generates output in HL7
FHIR standard. Below is an example of a patient creation call (Figure 3).

As part of post-processing, all extracted entities are mapped:

1.Patient - demographic data;

2.0Observation - laboratory values (LOINC codes);

3.MedicationRequest - prescriptions (ATC codes);

4.Condition - diagnoses (ICD-10).

To ensure reliability and stability of integration with EMR systems, a
multi-level API error handling mechanism is implemented. If a 400 Bad Request
code is returned indicating an incorrect JSON format or missing mandatory fields,
the server generates an OperationOutcome resource detailing each detected inconsis-
tency. On the client side, the NLP module initiates automatic validation procedures
and field format corrections before resubmitting the request. On a 401 Unauthorized
response indicating an invalid or expired authentication token, the system automat-
ically performs an OAuth2 re-authorization procedure and then re-requests the APIL.
A 404 Not Found code signals that a missing resource (e.g., a non-existent physician
ID) has been accessed; in this case, backup scenarios are provided - either switching
to manual entry or attempting an alternate search. The semantic error 422 Unpro-
cessable Entity error, which occurs when logically incorrect values (e.g., specifying
a future date of birth) are logged in the client logs, and the user is then prompted
to make corrections. Finally, when 500 Internal Server Error occurs, an exponential
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backoff strategy with randomized interval (“jitter”) is applied, and in case of three
consecutive unsuccessful attempts, a notification is sent to the system administrators.

POST /apilfhir/Patient HTTP/1.1

'

Host: emr.example.kz

'

Content-Type:
application/fhir+json

'

Request Body

'

Contains JSON Data

Fig. 3. Calling patient creation

Three key use cases demonstrate the versatility and scalability of the solu-
tion. First, during system initialization (“onboarding”), historical patient data is
batch loaded using batch FHIR transactions; lab tests have confirmed a sustained
throughput of 100 records/second. Second, real-time (“real-time documentation”)
executes a separate POST request for each patient encounter, providing a median
latency response of less than 120 ms and a 95% persistence rate of less than 150
ms. Third, for continuous monitoring (‘“automated monitoring”) tasks, the system
supports receiving up to 500 Observation events per minute from wearable devices
without performance degradation.

Load testing results on a bench-scale EMR endpoint showed:

- average response latency of 120 ms (p50) and 180 ms (p95);

- maximum throughput of 250 requests/s with a stable error rate below 0.2 %
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even with 10,000 concurrent sessions.

Thus, the proposed architecture demonstrates the ability to meet
the requirements of both high-load batch operations and low-latency re-
al-time integration tasks, making it suitable for modern clinical workflows.

Conclusion

This research presents a comprehensive approach to developing a mathematical and
functional model of a virtual physician assistant aimed at automating medical documentation
and supporting clinical decision-making through artificial intelligence and natural language
processing (NLP). The study confirms that a properly designed Al system can significant-
ly reduce the routine workload of physicians, increase the accuracy of clinical documen-
tation, and improve the consistency of medical data across departments and specialists.

Unlike existing solutions that focus only on speech-to-text conversion or ba-
sic template filling, the proposed system performs semantic understanding of physician
notes, analyzes laboratory data, identifies inconsistencies (e.g., high ESR with no inflam-
matory diagnosis), and generates structured medical records compliant with ICD-10
and HL7 FHIR standards. Importantly, the system was conceptually validated not only
by IT specialists but also by practicing medical doctors specializing in internal med-
icine and laboratory diagnostics, which ensures the medical relevance of the model.

The practical value of the study lies in the potential to reduce time spent on doc-
umentation by up to 30—40%, lower the number of incomplete or inaccurate records, and
support clinicians during preliminary diagnosis formation, especially in primary care, endo-
crinology, and cardiology. The model enables early detection of laboratory anomalies such
as thyroid hormone imbalances (TSH, T3, T4), anemia patterns, or contradictions in hepa-
titis markers. Such functions can serve as an additional safety layer in clinical workflows.

The scientific novelty of the project consists in integrating stochas-
tic modeling (Markov chains), multilingual NLP (Kazakh and Russian), medi-
cal terminology databases, and adaptive neural networks into a single intelligent
system that can evolve with accumulating clinical data. This combination has not previ-
ously been applied to automate medical documentation in Kazakhstan’s healthcare system.

However, certain limitations should be acknowledged. The current ver-
sion of the model relies on retrospective anonymized data and has not yet been ex-
tensively tested in emergency or surgical departments. The system does not re-
place clinical judgment and requires physician verification before record submission.
Future work will include large-scale pilot testing in medical institutions, enhancement of
diagnostic recommendation accuracy, development of an explainable Al (XAI) mod-
ule for transparent decision justification, and integration with national e-health platforms.

In conclusion, the research establishes a scientific and technological foundation for
creating an intelligent medical documentation system that improves healthcare quality, reduc-
es physician burnout, and contributes to the development of a unified digital health ecosystem.
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