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Abstract. Artificial intelligence (Al) is rapidly transforming the IT landscape, de-
manding a paradigm shift in IT education. This paper explores the impact of Al on the edu-
cational process for aspiring IT specialists. The goals of transformation. Shifting focus of the
curriculum is transitioning from a purely technical focus to preparing students for human-Al
collaboration. Develop essential skills in data science, machine learning, and understanding
the ethical implications of Al become central to the IT education framework. Orientation on
lifelong learning for create adaptability and continuous learning skills to navigate the evolv-
ing field. Forming soft skills in communication, collaboration, and creativity gain promi-
nence alongside technical expertise. The benefits are job market preparedness with graduates
equipped by Al skills professionals become more competitive in the workforce. Enhanced
problem-solving with understanding and applying Al tools improves students’ ability to an-
alyze problems and develop innovative solutions. Increased Efficiency by leverage Al to
automate tasks, optimize workflows, and achieve greater productivity. Fostering innovation
with Integrating Al into the curriculum encourages students to explore new applications of
Al technology. Al revolution create some challenges. Educational institutions need to adapt
their curriculum and train faculty to effectively deliver Al-related content. Ensuring all stu-
dents have equal access to the resources required for learning Al is crucial. Integrating dis-
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cussions about Al ethics prepares students to use Al responsibly. The results are the integra-
tion of artificial intelligence (Al) in IT education is transforming the landscape of learning
and teaching. This revolution is reshaping how students engage with content, how educators
deliver instruction, and how institutions operate. Here are the key areas where Al is making
a significant impact in IT education.

Keywords: Artificial intelligence, IT landscape, transformation on IT education,
conceptual model, challenges
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Annoramus. Kacanger wunHTeniekr (OKW) KM OGimim  Oepy mnapaaurmachiH
e3repTyai Taman ere oThipbin, KW nmanmmadeie keUmam  esrepryae. bynm makanana
JKacaHJbl MHTEIUICKTTIH JxaHajgaH kenreH JKM mMamaHmapsl yIniH OKy mpoleciHe acepi
KapacTeIpbuiazpl. TpaHcopManusHelH MakcaTTapbl. OKy OargapiaMachiHBIH OaFbIThIH
O3repTy Ta3za TEXHUKAJBIK OarbITTaH CTYACHTTEPAl aJaM MEH KacaH/Ibl HHTEJJICKT
apachlH/IaFbl  BIHTBIMAKTACTBIKKA JalbIHIAyFa Kemry Oonbin TaObuiagel. Jlepekrtep
FBUTBIMBIH/IA, MAIUHATBIK OKBITY[a JKOHE JKACAHIbl MHTEIUICKTTIH OTHUKAJBIK CalIapbIH
TYCiHyZle MaHBI3/IbI narapuiapasl gambeity JKM Oimim Oepy KyieciHae 0acThl OpBIH ajajibl.
Owmip Ooiibl OiiM anyra Oaraapiay JaMmblll Kesle KaTKaH epicTi mapnay YLIiH OeHiMaeny
JKOHE Y3IIKCI3 OKy JaFbUIapblH KalbINTACThIPy. KapbIM-KaThlHAC, BIHTHIMAKTACTHIK
JKOHE NIBIFAPMAIIBIIBIK CATACBIHAAFBI KYMCAK JAFIbIIap/Ibl KATBINTACTBIPY TEXHHUKATIBIK
OliMMeH KaTap TaHbIMas 00Jaabl. APTHIKIIBUIBIKTAPHl €HOSK HAPBIFBIHA TAHBIHIIBIK OOJIBIIT
TaObLIA/IbI, OUTKCHI YKacaH bl MHTEIUICKT JaF/IbUIapbIMEH KAOIBIKTATIFAH TYJICKTEP KYMBIC
KYIIiHae Oacekere KaoOimeTTi Ooma Oactaiinel. XKacaHIbl MHTEIUIEKT KYpalapblH TYCiHY
JKOHE KOJJIaHy apKBLUTBI MaCeIeNep Il MISTTy/TiH KEeTUIIPiayi OKYIIBUIAP/IBIH TPOOIeMaIap Ibl
Tajiay KoHe WHHOBAIMSUIIBIK MMl 93ipiiey KaOijaeTiH apTThipajsl. TarcepManapisl
ABTOMATTAH/IBIPY, KYMBIC TIPOLECTEPiH OHTAMIAHBIPY JKOHE JKOFAphl OHIMIUTIKKE KOJ
JKETKI3y VIIIH JKacaH/bl MHTEIUICKTTI MaianaHy apKbUIbl THIMAUTIKTI apTThIpy. XKacaH el
UHTEJUICKTTI OKy OaFJapiamMachlHa CHIi3y apKbUIbl HMHHOBAIMSIAP/AbI  BIHTAIAHIBIPY
CTYJICHTTEP/II YKAacaH/bl WHTEIUICKT TEXHOJOTHSICHIHBIH JKaHa KOJJaHOAnIapblH 3epTTeyre
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BIHTaNaHAbIpaabl. JKacaHIbl HHTEJIEKT TOHKepici KeHOip KMbIHABIKTAPAb! Tyablpaabl. OKy
OpBIHIAPHI O3]IepiHiH OKy OarJapiaManapblH OeHimJer, jKacaH/Ibl MHTEIUICKTKE KaTBICTBI
Ma3MYH/IbI THIMII ’KETKI3Y YIIiH OKBITYIIBUTAp/IbI JalbIHIay bl Kepek. bapibIK cTyneHTTep i
’KacaHJIbl THTEIUIEKTTI YHPEHYyTe KaKeTTI pecypcTapra TeH KOJI JKETKi3yiH KAMTaMachl3 €Ty Te
MaHBb3/IBL. JKacaH/Ibl MHTEIUIEKT STUKACHI Typajbl MiKipTamacTapasl OipiKTipy CTYAeHTTEpIi
’KacaHJIbl MHTEJUICKTTI JKayarKepIIUTiKIIeH aijananyra qaibsiaaain s, Hotrmkenep sxkacanbl
naTeriekTTiH (JKM) XKW OinmiMiHe MHTErpamuschl OKBITY MEH OKBITYIBIH JIaHAMA(THIH
©3repTeTiHIH KepceTei. byl peBoironus OKyIIbUIapAbIH Ma3MYHMEH KapbIM-KaTBIHACHIH,
OKBITYIIBIIAP/IBIH OKBITY/IBI Kajlail JKYPri3eTiHIH jKOHE OKY OpPBIHJAPBIHBIH Kajail KyMbIC
icTeliTiHiH e3repTeni. MiHe, xacaHapl nHTEIUIeKT KU OiniMine aifiTapibIKTail ocep eTeTiH
HeTi3Ti cananap.

Tyiiin ce3nmep: kacanmbl wuHTEIeKT, JKU-manmmadt, KU-6imim Oepymeri
TpaHcopMaIHs, TYKbIPEIMAAMAIIBIK MOJIEIIb, KUBIHIBIKTAP

Joiiexkcesnep ymin: C. bymyes, W. babGaeB, O. Yerun. BIJIIM BEPYJIEI]
KACAH/IbI MHTEJUIEKT TOHKEPICI/XAJIBIKAPAJIBIK AKIIAPATTBIK JKOHE
KOMMYVYHUKAIJIBIK TEXHOJIOI'MAJIAP JKYPHAJIBL. 2024. T. 5. No. 18. 8§-22 Ger.
(arpummbiH TimiHAE). https://doi.org/10.54309/1JICT.2024.18.2.001.
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Amnnortanus. UckyccrBennsiit uatesmekt (UMW) 6sictpo menser MU -nanmmadr, Tpe-
Oys m3MeHeHus napagurmsl M T-oOpasoBanus. B 3T0ii cTatee paccmarpuBaeTcs BIUSHUE HC-
KyCCTBEHHOTO MHTEJUIEKTa Ha mpouecc oOydeHust HaunHarommx MM-cnennanucros. Lenn
TpaHchopmauun. M3menenne HarpasiaeHus: y4eOHOIH MPOrpaMMbl — 3TO MEPEXOA OT YUCTO
TEXHUYECKON HAIPaBICHHOCTH MOATOTOBKHU CTYJACHTOB K COTPYIHHUUYECTBY MEKAY YETIOBEKOM
1 HCKYCCTBEHHBIM MHTEJUIEKTOM. Pa3BUTHE Ba)KHBIX HABBIKOB B HAyKE O TAHHBIX, MAILTUHHOM
00y4eHUH 1 MOHUMAHUHU 3THYECKUX IMOCIEACTBUH HCKYCCTBEHHOTO MHTEIJICKTA 3aHUMAET
LEHTpalibHOE MecTo B cucteMe MH-00pa3oBanust: opueHTanns Ha 00ydeHue Ha IPOTSHKEHUH
Bcell )KM3HHU, (POPMHUPOBAHHUE HABBIKOB aJlallTAllMM M HEIIPEPHIBHOTO OOYUEHHsI JIsl HaBUTa-
UM 110 pa3BuBatoLieiics oonactu. @opmMupoBaHre MATKUX HABBIKOB B 00J1aCTH OOIIECHUS, CO-
TPYAHUYECTBA U TBOPUYECTBA CTAHOBUTCS MOMYJSPHBIM HapsAy C TEXHUYECKUMU 3HAHUSMH.
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[Ipenmy1iecTBa 3aKI0YAIOTCS B TOATOTOBKE K PHIHKY TPYAA, TOCKOJIBKY BBIITYCKHUKH, 00J1a-
JAroIMe HaBbIKAMU HCKYCCTBEHHOTO HHTEIJIEKTA, CTAHOBSTCS 00J1e€ KOHKYPEHTOCIIOCOOHbI-
MU B paboueii cpene. YinydiieHue petieHus IpooieM 3a c4eT HOHUMAaHUs ¥ HCIIOIb30BaHus
MHCTPYMEHTOB MCKYCCTBEHHOI'O MHTEJUICKTA IMOBBIILACT COCOOHOCTh YYAIMXCSl aHATIM3H-
poBarh mpoOiemMbl U pa3palbaTbiBaTh WHHOBALMOHHbIC peuieHus. Ilosbimenne 3¢dexrus-
HOCTH 3a CUET aBTOMATH3aLUH 33/1a4, ONTUMH3ALUU PadOUNX MPOLECCOB U UCIOIb30BaHMs
MCKYCCTBEHHOTO MHTEJUICKTA JJIsl IOCTH KEHHsI BRICOKOM npon3BoauTenbHocTH. [loompenne
MHHOBALWH MyTEeM BKJIIOYEHHS] UCKYCCTBEHHOTO MHTEIJUIEKTa B YUEOHYIO IPOrpaMMy moly-
JK/IAeT CTYyACHTOB HCCIIEIOBATH HOBBIC MPUIOKEHUS B TEXHOJIOTHU UCKYCCTBEHHOTO WHTEI-
JieKTa. PeBoIonMsa MCKYCCTBEHHOTO MHTEIICKTa CO3JaeT HEKOTOpbie mpolieMbl. YueOHbIe
3aBEACHUS JOJDKHBI aaNTHPOBATh CBOM y4ueOHBIE ITPOTpaMMBbl M 00ydarh MpernoaaBareinei,
4TOOBI 3()(HEKTUBHO MPEAOCTABIATH KOHTEHT C UCKYCCTBEHHBIM MHTEIIEKTOM. OUYeHb Bax-
HO, 4TOOBI BCE CTYACHTHI MMENN PaBHBIN JTOCTYI K pecypcaM, HEOOXOAMMBIM ISl U3yUYEeHHUs
MCKYCCTBEHHOTO HMHTeJuIekTa. OO0beqUHEHNE JUCKYyCCU 00 3THKE MCKYCCTBEHHOTO MHTEIN-
JIEKTa TOTOBUT CTYJICHTOB K OTBETCTBEHHOMY MCIOJIb30BaHHUIO UCKYCCTBEHHOT'O HHTEIIICKTA.
Pesynbrarsl MOKa3bIBAIOT, YTO MHTETpaLus HcKyccTBeHHOro nutemiekra (M) 8 UT-o6paszo-
BaHME MeHseT JaHqmadT o0yuyeHus u 00ydeHus. DTa pEeBOMIOLNS MCHSET B3aUMOCHCTBHE
yUaIuXxcs ¢ cofepkaHueM o0yueHHsI, METO/IbI 00y4eHHsI peroaaBareieii 1 B 1esioM paboTy
yueOHBIX 3aBe/leHHH. TakoBbl OCHOBHBIE 00JAaCTH, B KOTOPBIX MCKYCCTBEHHBIH MHTEJIJICKT
OKa3bIBacT 3HauMTeNbHOE BinsiHue Ha M -o6pa3oBanue.

KitoueBbie cnoBa: nckyccTBeHHbI uHTe/uekT, UT-manamadr, tpanchopmanus B
UT-00pa3oBannu, KOHLENTYaJIbHAsl MOJENb, TPOOIEMbI

Jasi nurupoBanusi: C. bymyes, WM. babGaes, D. Yerun. PEBOJIFOLIMA
UCKYCCTBEHHOI'O UHTEJUIEKTA B UT-OBPABOBAHUN//MEXIYHAPOJIHBIN
KYPHAJI UHOOPMAIIMOHHBIX Y KOMMYHUKAILIMOHHBIX TEXHOJIOTHUI.
2024.T. 5. No. 18. Ctp. 8-22. (Ha anr.). https://doi.org/10.54309/1JICT.2024.18.2.001.

Introduction

The advent of artificial intelligence (Al) has brought transformative changes across
various sectors, and education is no exception. In the realm of Information Technology (IT)
education, Al is revolutionizing traditional teaching methodologies, learning experiences,
and administrative processes. This paper explores the multifaceted impact of Al on IT edu-
cation, highlighting how Al-driven technologies are reshaping the way educators teach and
students learn.

The integration of Al in IT education addresses some long-standing challenges while
also introducing new opportunities for personalized learning, intelligent tutoring, and auto-
mated assessments. Al-powered tools are enabling more interactive and engaging learning
environments, where students can benefit from customized instruction tailored to their indi-
vidual needs and learning styles. Furthermore, Al is enhancing the efficiency of educational
institutions by automating administrative tasks and providing data-driven insights into stu-
dent performance and engagement.

As we delve into the various applications of Al in IT education, it is crucial to con-
sider both the benefits and the potential challenges associated with this technological shift.
Issues such as data privacy, algorithmic bias, and equitable access to Al-driven tools must be
addressed to ensure that the benefits of Al are realized across all demographics. Moreover,
the role of educators is evolving, requiring them to adapt to new technologies while maintain-
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ing the human element that is essential to effective teaching and mentoring.

This paper aims to provide an overview of how Al is transforming IT education,
from personalized learning experiences to intelligent tutoring systems, automated grading,
and beyond. By examining the current trends and future directions, we seek to understand
the profound impact of Al on the educational landscape and explore the best practices for
leveraging Al to enhance learning outcomes in IT education.

Materials and methods

Challenges of AI Revolution in IT Education

The Al revolution in IT education offers numerous benefits, but it also brings a range
of challenges that need to be addressed to ensure effective and equitable integration. Address-
ing challenges requires a collaborative effort involving educators, policymakers, technolo-
gists, and the broader community. By proactively tackling these issues, the educational sector
can maximize the benefits of AI while mitigating potential downsides, ensuring that the Al
revolution in IT education is both effective and equitable. The key challenges presented on
fig. 1.

1.Persanalized
Learning

8.Ethical and

Edlui

7.Collaborative
Learning
Environments

Simulations

Fig. 1. Key challenges of Al revolution in IT education

Let’s look on each challenge.

1. Al-driven systems can analyze individual learning patterns and tailor
educational content to meet specific needs. This personalization ensures that students
receive the appropriate level of challenge and support, enhancing their learning

re!()g This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0
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outcomes. Adaptive learning platforms use Al to adjust the difficulty of tasks in real-

time, providing instant feedback and targeted recommendations.
2. Al-powered tutoring systems offer students one-on-one instruction

problem-solving, where step-by-step guidance is crucial.

3. Al can automate the grading of assignments and exams, saving educators
significant time and ensuring consistent and objective assessment. This technology
can handle multiple-choice questions, coding assignments, and even essays through
natural language processing (NLP). Automated grading systems provide instant

feedback, allowing students to learn from their mistakes more quickly.

4. Al enhances virtual labs and simulations, providing students with hands-
on experience in a controlled and safe environment. These tools are essential in IT
education, where practical skills are paramount. Al can create realistic scenarios for
students to practice network configurations, cybersecurity measures, and other IT

tasks.

5. Educational institutions can leverage Al to gain insights into student
performance and engagement. Learning analytics powered by Al can identify at-
risk students, predict outcomes, and suggest interventions. This data-driven approach
helps educators make informed decisions to improve teaching strategies and student

support services.

6. NLP technology enables more effective communication between students
and Al systems. This includes Al chatbots that can answer students’ questions,
the
and

provide resources, and offer administrative support 24/7. NLP also facilitates
development of language-based tools that help students improve their coding
documentation skills.

7. Al fosters collaborative learning by connecting students with peers who
have similar interests and complementary skills. Al-driven platforms can form study
groups, match project teammates, and facilitate peer-to-peer learning opportunities.

and
support, similar to human tutors. These systems can answer questions, provide
explanations, and offer hints to guide students through complex problems. Intelligent
tutoring systems are particularly effective in subjects like coding and algorithmic

These environments encourage knowledge sharing and collective problem-solving.

8. As Al becomes more prevalent, it’s crucial to educate students about its
ethical implications and responsible use. IT education programs are incorporating
the
and

Al ethics into their curricula, ensuring that future professionals understand
societal impact of Al technologies and the importance of fairness, transparency,
accountability.
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Conceptual Model of the Al Revolution in IT Education
The conceptual model illustrates the impact of Artificial Intelligence (Al) on the ed-
ucational process for future IT specialists. Fig. 2 presents key issues of conceptual model.

Rapid Evolution of Al: Continuousadvancements in Al
technologies and their increasing application in various
domains.

\J

Shifting Joh Market Demands: Growing need for IT specialists
skilled in collaborating with Al tools and systems.

um Redesign. Integration of new courses on A
fundamentals, machine learning, and data science. Emphasis on
soft skills like communication, collaboration, and critical
thinking. Focus on ethical considerations surrounding Al

Jdevelopmentanduse

Pedagogical Innovation. Adoptionof interactive learning
methods like simulations, case studies, and project-based
learning that involve Al tools. Increased use of online learning

platforms and resources for accessibility and flexibility. Faculty
Jrainingon effectively delivering Al-related content.

knowledge to work alongside Al. Can effectively analyze data
and utilize Al tools for problem-solving. Understand the ethical

implicationsof Aland can advocate for responsible Al
Jdevelopment.

Fig. 2. Conceptual model for Transformation of IT Education due to Al

This conceptual model emphasizes the dynamic and interconnected nature of the Al
revolution in IT education. It highlights the need for continuous adaptation and collaboration
between educators, industry leaders, and policymakers to prepare future IT professionals for
success in the Al-driven future.

Literature review

Let’s consider publications related to the behavior of interested parties and their in-

volvement in the processes of managing sustainable development projects in IT educations.
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The article (Bushuyev et al., 2022: 1463—-1474) examines the problems of the interaction of
interested parties in the processes of sustainable development. Article (Bushuyev et al., 2021:
293-298) is devoted to the study of the model of management, competition and cooperation
in the field of economic development.

The article (Redjep et al., 2021: 643—658) claims that artificial intelligence can re-
place people in innovation management, requiring companies to rethink their innovation pro-
cesses and consider the possibilities of digital transformation. This confidence is based on the
expectation that versions of “general artificial intelligence” will be released in the near future.

In (Redjep et al., 2021: 643-658), emphasizes that artificial intelligence can improve
project management by managing stakeholder expectations, resolving conflicts, and ensuring
flawless project support and execution.

Technological progress in the field of artificial intelligence leads to the development
of human-like machines that can work autonomously and imitate our cognitive behavior. The
progress and interest among managers, academics, and the public has created excitement in
many industries, and many firms are investing heavily to capitalize on the technology through
business model innovation (Durek et al., 2018: 0671-0676). However, executives are left
without support from academia as they seek to implement Al into their firm’s operations,
leading to an increased risk of project failure and undesirable outcomes.

In the study (Tocto-Cano et al., 2020), it is determined that Al has the potential to
revolutionize the economy and society, but to ensure its successful implementation and fu-
ture impact, it is necessary to solve industry problems and develop research programs for the
effective application of artificial intelligence.

Convergence of knowledge, rapid progress in the application of artificial intelligence,
and the need for adaptive project management to drive innovation create fertile ground for
research (Proenga et al., 2016: 1-4; Kraus et al., 2021). Although the special field of IT ed-
ucation management for Al-driven projects is still emerging, it is necessary to find relevant
application ideas scattered across several fields of activity in digitalization and development
management of complex systems. The key issue is evaluating digital maturity of education
(Vikhman et al., 2022).

Paper (Zizic et al., 2022) explain how to move from Industry 4.0 towards Industry
5.0 based on the shift for the people, organization and technology.

Case study “Evaluation of Artificial Intelligence Integration into the Masters Pro-
gramme in Project Management at Kyiv National University of Construction and Architec-
ture”.

This case study examines the maternity program transformation at Kyiv National
University of Construction and Architecture (KNUCA), specifically within the Department
of Project Management. The study focuses on how effectively the program is incorporating
Artificial Intelligence (Al) into its curriculum.

Ten experts evaluated key areas crucial for a successful maternity program, using a
10-point scale. The areas assessed included:

— Infrastructure

— Curriculum Design

— Adaptive Learning Systems (potentially including Al)

—Faculty Training and Support

—Research and Innovation (related to Al implementation)

—Student Engagement and Learning Analytics (potentially involving Al tools)
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—Ethical and Societal Implications (of using Al in education)
The case study analyzes the evaluation results (provided separately) to assess KNU-
CA’s project management program’s strengths and weaknesses in its Al integration process.
It aims to identify areas for improvement and highlight best practices for incorporating Al
effectively into educational programs. Average Scores on a 10-Point Scale are given in tables
1-7.

Table 1. Infrastructure.

Ne Characteristic Evaluation
1 | Al integration 8,25

2 | Hardware 7,50

3 | Software 9

4 | Networking capabilities 8,50

5 | Cloud-based platforms 8

6 | Robust data analytics tools 7

Average 8.04
Table. 2. Curriculum Design.

Ne Characteristic Evaluation
1 | Development of Al-specific courses 7
2 | Integration of Al concepts 8,50
3 | Alignment with educational standards 9,25
4 | Learning objectives 9,25
Average 8.5
Table 3. Adaptive Learning Systems
Ne Characteristic Explanation Evaluation
1 | Personalization Use of neural networks: For more accurate assessment of
individual characteristics, prediction of academic perfor-
mance, selection of optimal learning trajectory. 7,25
2 | Adaptation Introduction of virtual assistants: To dialog with the stu-
dent, answer questions, and help with assignments. 7
3 | Automation Development of content generation systems: To create
personalized learning materials, selection of assign-
ments, and tests. 8
4 | Use of Al Creating open source systems: To make algorithms trans-
parent, modifiable, and adaptable to specific needs. 7,75
5 | Accessibility Mobile App Development: To provide access to the sys-
tem from any device. 7,50
6 | Security Use of differential privacy techniques: To protect data
privacy. 8
7 | Efficiency Conducting long-term research: To assess the impact of 8.25
the system on long-term learning outcomes.

Average 7.68
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Table 4. Faculty Training and Support

Ne | Characteristic Explanation Evaluation
Focus on pedagogical strategies: Equip faculty with strate-
Technology | . . . . . .
1 . gies to integrate Al effectively into their teaching, regardless 9
Integration .
of the specific platform.
. Focus on Al literacy: Develop a broader understanding of Al
Technical Lt . .
2 . capabilities and limitations to foster informed decision-mak- 8,5
Skills . . .
ing about Al use in teaching.
3 Personalized Professional Development: Provide differenti-
One-Size-Fits- | ated training pathways based on faculty roles, prior knowl-
All Approach | edge, and teaching styles. 7,75
4 Create Communities of Practice: Foster collaboration and
Limited Sup- | knowledge sharing among faculty through online forums,
port Systems | workshops, or mentoring programs. 8
5 | Focus on | Incorporate Sustainable Integration: Integrate Al-related
Short-Term | professional development into existing professional learning
Needs cycles. 8,25
6 Incorporate Ethical Frameworks: Equip faculty with frame-
Ethical Con- | works for ethical considerations around data privacy, bias in
siderations algorithms, and transparency in Al-powered assessments. 9
Table 5. Research and Innovation
Ne Characteristic Explanation Evaluation
1 | Focus on Technical | Shift towards Human-Centered Al: Integrate research 9
Advancement on human-computer interaction, ethical considerations,
and social impact alongside technical advancements.
2 | Limited Collaboration | Promote Interdisciplinary Research: Encourage collab- 8
oration between computer scientists, engineers, ethi-
cists, educators, and social scientists to address com-
plex Al challenges.
3 | Data Availability and | Develop Synthetic Data Generation Techniques: Create 8,50
Privacy realistic and diverse synthetic data sets to enhance re-
search capabilities while protecting individual privacy
4 | Explainability and | Focus on Explainable Al (XAI): Develop Al systems 9
Transparency that can explain their reasoning and decision-making
processes to foster trust and address concerns about
bias.
5 | Bias and Fairness Develop Fair and Equitable Al Techniques: Implement 8,75
methods for de-biasing data sets, building fairness into
algorithms, and mitigating discriminatory outcomes.
6 | Evaluation and Mea- | Develop Robust Evaluation Frameworks: Create com- 8,50
surement prehensive frameworks to evaluate Al systems not only
for technical performance but also for social, ethical,
and economic impact.
7 | Open Access and Re- | Promote Open Science Practices: Encourage open ac- 9,25
producibility cess to research findings and data where feasible, and
develop platforms for reproducible research methods.

Average 8.71
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Table 6. Student Engagement and Learning Analytics

Characteristic

Explanation

Evaluation

Data Collection

Integrate Diverse Data Sources: Combine traditional data with
sentiment analysis from communication tools, facial recognition
for engagement levels, and eye-tracking for attention patterns.

Limited Analysis
Capabilities

Advanced Analytics with Al: Utilize Al techniques like machine
learning and natural language processing to extract deeper in-
sights from diverse data sources, identify at-risk students, and
predict future learning needs.

7,75

Focus on Quantifi-
able Outcomes

Holistic Engagement Metrics: Develop metrics that go beyond
grades to measure factors like active participation, collaboration,
self-directed learning, and intrinsic motivation.

Limited Action-
able Insights

Personalized and Adaptive Interventions: Use Al to recommend
personalized learning pathways, provide targeted learning re-
sources, and deliver real-time feedback based on individual
needs and engagement levels.

7,75

Privacy Concerns

Develop Privacy-Preserving Techniques: Implement anonymiza-
tion, differential privacy, and secure data storage practices to
ensure student data privacy while enabling valuable learning an-
alytics.

Transparency and
Explainability

Develop Explainable Al tools: Create systems that explain their
reasoning and decision-making processes to foster trust and ad-
dress concerns about potential biases in analytics.

8,50

Average 8.0

Table 7. Ethical and Societal Implications

Characteristic

Explanation

Evaluation

Bias and Fairness

Develop Fair Al Techniques: Implement methods for
de-biasing data sets, building fairness into algorithms, and
mitigating discriminatory outcomes. This may involve
techniques like counterfactual fairness analysis and fair-
ness-aware machine learning.

6,25

Transparency and
Explainability

Focus on Explainable Al (XAI): Develop Al systems that
can explain their reasoning and decision-making processes.
This can involve techniques like LIME (Local Interpretable
Model-Agnostic Explanations) and SHAP (Shapley Addi-
tive exPlanations).

8,25

Privacy Concerns

Develop Privacy-Preserving Techniques: Implement an-
onymization, differential privacy, and secure data storage
practices to ensure data privacy while allowing valuable Al
development and applications. Invest in research on fed-
erated learning, where data remains on individual devices
and only anonymized models are shared.

8,00

Job displacement

Focus on AI-Human Collaboration: Explore ways for Al to
complement human workforce skills, leading to human-Al
partnerships with enhanced capabilities. Invest in retrain-
ing programs and reskilling initiatives to adapt the work-
force to changing job demands.

8,50

(&)
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5 | Algorithmic ~ Ac- | Develop Frameworks for Algorithmic Accountability: Es- 8,75
countability tablish transparent and responsible Al development prac-
tices, including ethical guidelines and human oversight
mechanisms. This may involve creating Al ethics boards
and regulatory frameworks for specific Al applications.
6 | Social and Eco- | Promote Equitable Al Development and Access: Focus 8,25

nomic Inequality

on inclusive Al development that benefits all segments of
society. This may involve ensuring access to Al education
and training, promoting responsible Al deployment in de-
veloping countries, and addressing potential biases in Al
applications that could further marginalize certain groups.

Average 8.0

Table 8. Average Scores on a 10-Point Scale for Key Areas

Infrastructure 8,04
Curriculum Design 8,50
Adaptive Learning Systems 7,68
Faculty Training and Support 8,42
Research and Innovation 8,71
Student Engagement and Learning Analytics 8,00
Ethical and Societal Implications 8,00
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Average Scores on a 10-Point Scale for Key Areas of a
Maternity Education Program

Infrastructure
-
F.A

Ethical and Societal 85
Implications =04 Curriculum Design

8.00 8.50

Student Engagement amnd
Learning Analytics

Adaptive Learning
Systems

! 87 e
Research and Inncvation Faculty Training and

Support

Fig. 3. Average Scores on a 10-Point Scale for Key Areas of a Maternity Education Program.

Discussion and results

Overall, the scores appear to be positive, with most areas scoring above 8.0. This
suggests that the curriculum design is generally well-rounded.

The highest score is in Research and Innovation (8.71). This could indicate a strong
emphasis on developing and implementing new teaching methods.

The lowest score is in Adaptive Learning Systems (7,68). This could be an area for
further investigation to see if there are ways to improve student engagement or make better
use of learning analytics data.

It’s important to remember that averages can sometimes mask underlying variation.
For example, an area with a high average score could still have some weaknesses. Converse-
ly, an area with a lower average score might have some pockets of excellence.

To get a more complete picture of the curriculum design, it would be helpful to look
at the data behind the averages. This could include information on the specific criteria that
were used to evaluate each area, as well as the range of scores that were given.

Based on average points, here’s a breakdown of which areas seem strong, might need
improvement, and warrant further investigation.

Good.

Curriculum Design (8.50). This score suggests a well-designed curriculum.
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Faculty Training and Support (8.42). Strong faculty support is crucial for a successful
program.

Research and Innovation (8.71). This is a high score, indicating a focus on continu-
ous improvement.

Needs Improvement.

Infrastructure (8.04). While not a bad score, consider if the infrastructure adequately
supports the program’s needs.

Student Engagement and Learning Analytics (8.00). This score suggests room for
improvement in engaging students and utilizing learning analytics effectively.

Needs Investigation.

Ethical and Societal Implications (8.00). While the score itself might be good, it’s
important to delve deeper. Are there any ethical concerns or societal impacts thoroughly
addressed?

Adaptive Learning Systems (7,68). How can the learning systems be improved to
match expectations of providing better learning outcomes?

Here's why.

Averages don’t tell the whole story: Look within each category. Are there specific
aspects excelling or lagging?

Context matters: What are your program’s specific goals? Are some areas naturally
more important for your case?

Here's what the University/Expert team can do.

Investigate further. Dig deeper into each area, especially those with a score of 8.00.
Are there areas within these categories that need more attention?

Compare with benchmarks. Are your scores in line with industry standards or best
practices?

Consider the goals. Tailor the analysis to the program’s specific objectives.

Obviously, a good case study goes beyond averages. It’s about analyzing strengths
and weaknesses to identify areas for improvement and highlight best practices.

Conclusion

The rapid advancements of Industry 5.0, characterized by human-machine collabo-
ration and intelligent automation, necessitate a significant shift in the educational landscape.
This paper explored the concept of an evaluation framework to assess the development matu-
rity of educational institutions in preparing students for this new industrial era.

Our findings revealed that educational institutions require a multi-pronged approach
to achieve Industry 5.0 readiness. This includes:

- Curriculum Integration: Integrating Industry 5.0 concepts, such as artificial
intelligence, big data, and the Internet of Things (IoT), into core disciplines.

- Pedagogical Innovation: Shifting instructional methods towards active
learning, problem-solving, and fostering critical thinking skills.

- Infrastructure Development: Investing in digital infrastructure, including
advanced simulation tools, virtual reality experiences, and collaborative learning
platforms.

- Industry Collaboration: Building strong partnerships with industry leaders to
provide students with real-world exposure and internship opportunities.

- Faculty Development: Equipping faculty with the necessary knowledge and
skills to effectively teach Industry 5.0 concepts.
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The evaluation framework presented in this paper provides a valuable tool for ed-
ucational institutions to assess their current state and identify areas for improvement. By
continuously monitoring and refining their approach, educational institutions can ensure they
are graduating future-ready individuals who can thrive in the dynamic and intelligent envi-
ronment of Industry 5.0.

Future Research:

- Developing a standardized evaluation framework that can be applied across
diverse educational institutions.
- Conducting longitudinal studies to track the effectiveness of different
strategies in fostering Industry 5.0 readiness.
- Investigating the impact of Industry 5.0 education on graduate career
outcomes and industry needs.
By fostering a culture of continuous improvement and collaboration, educational in-
stitutions can play a pivotal role in shaping the workforce of tomorrow and ensuring a smooth
transition towards a more human-centric and intelligent Industry 5.0.
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AHHoTauus. Makanaja >kacaH/ibl MHTEJUIEKT TeXHOJOTHsUIApbIHbIH Ka3ipri
TEHJCHIMUIapbl MEH JaMy HepCHeKTHBalapbl KapacThIPbUIAAbl. XaJbIKapajIbIK
3epTTeyNepiH JAepeKkTepi MeH LUGPIBIK 3KOHOMHKAIAFbl JKETEKIIl YpIICTEepAiH
peiitunrTepi TanmmaHaabl. JKacaHAbl MHTEIUIEKT TEXHOJIOTUSUIAPBIHBIH QJIEMIIK
HapbIFBIHBIH KOJEMI JKOHE OChbl cajlafa WHBECTHLUSUIAp KejieMi OoibIHIIA
Kelbacuisl enjep 3epTrenai. byl MakanaHblH MakcaThl —KacaHIbl HHTEIEKT
Oys1 mporecTi Kajai jKakcapTa alaThlHBIH KapacTblpy. bi3 »kacaHIpl MHTEIEKT
TOXIpUOECIHE OH ©3repicTep EHII3eTiH IPTYPJl oAicTepli TalJaiMbI3 KOHE OCHI
JaMyFa KAaTbICThl BIKTUMaJl apTHIKIIBUIBIKTAPbI, MOCENENepAl MKOHE OSTHKAIBIK
Mocenenep/ii TaIKbUTaiMbI3. JKacaHIbl MHTEIIEKTTI COTTI €HT13y MbIcalAapbiHa 013
TEXHOJIOTUSHBIH OKY TACLTIH KaJlaif ©3repTeTiHIH KOHE OChUIANIIA alaMIapFa *KaHa
OMiIKTEpre KeTyre KOMEKTECEeTIHIH KOPCETEMI3.
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AnHoTamusi. B crarhe paccMaTpuBarOTCS COBPEMEHHBIC TEHACHIIMH |
MEePCIEKTUBBI PA3BUTHS TEXHOJIOTHUH UCKYCCTBEHHOTO MHTEUICKTA. AHATM3UPYIOTCS
JIAHHBIE MEXIYHAPOIHBIX WCCICIOBAaHUNA W PEUTHHTH BEAYIIUX TEHJCHIUNA B
udpoBoil dKOHOMHUKE. bBBIIM W3ydeHBI 00bEM MHUPOBOTO pPBIHKA TEXHOJIOTHH
HMCKYCCTBEHHOTO HMHTEIJIEKTa M CTPaHBI-THAECPHI MO 00bEMY WHBECTHIIMH B 3Ty
chepy. Llenp 3TOM cTaTbm — pPacCMOTPETh, KaK UCKYCCTBEHHBIM MHTEIIJICKT MOXKET
VIAYYIIUATB 3TOT MpoIiecc. Mbl MpoaHaTu3UuPyeM Pa3IMUHbIE METO/IbI, KOTOPHIE BHOCST
MO3UTHUBHBIC M3MEHEHUS B TPAKTUKY MPUMEHEHUS HCKYCCTBEHHOTO WHTEJUICKTA,
U 00CyIMM TMOTEHIIMAJIbHBIE TPEUMYINEeCTBA, MPOOJEMBl W ATUYECKHE BOMPOCHI,
CBsI3aHHBIE C 3THM pa3BUTHEM. Ha mpuMepax ycrenrHoro BHePEHH UCKYCCTBEHHOTO
WHTEJUIEKTa MBI IIOKa)KEM, KaK TEXHOJIOTHH MEHSIOT CITIOCO0 OOyUYEHUS U TEM CaMbIM
MTOMOTAIOT JIFOMISIM JIOCTUTATh HOBBIX BBICOT.

KiiloueBble cj10Ba: WMCKYCCTBEHHBIM HWHTEJUICKT; TEXHOJOTHS, JaHHBIC,
CHCTEMBI; KOMITaHHS; pa3paboTka

Jas  uurupoBanus: WM.M. Wzem6baii. TEHIEHIIMW PA3BUTHUA
UCKYCCTBEHHOI'O MHTEJIJIEKTA B MUPE/MEXIYHAPOJIHBIN XYP-
HAJI THOOPMAIIMOHHBIX 1 KOMMYHUKAILIMOHHBIX TEXHOJIOTUIA.
2024.T.5.No.18.Ctp.23-29.(Haanr.). https://doi.org/10.54309/1J1CT.2024.18.2.002.

Introduction

In modern times, Education has become one of the main factors determining
the future of each person, each individual. Maintaining a high level of education is the
task that every society sets for itself, striving to ensure its scientific and technological
progress, economic development and well — being of citizens. In this context, the
usage of modern technologies, in particular artificial intelligence, began to play a key
role in changing the educational process. Artificial intelligence is a branch of com-
puter science that deals with the creation of computer systems capable of performing
tasks that require human intellectual abilities. In recent decades, artificial intelligence
has firmly entered many areas of human life, from medicine and manufacturing to
transport and entertainment. But one of the most promising and important areas of
application of artificial intelligence is education.

In modern realities, artificial intelligence (Al) is gradually beginning to cover
almost all areas of society, which undoubtedly has both a number of advantages and
also carries significant risks for companies.

Artificial intelligence (Al) is a topic that has long been on the pages of popular sci-
ence magazines and is constantly touched upon in films and books. The more specialists
develop this area of science, the more myths it becomes covered with.

The idea of creating an artificial likeness of a person to solve complex problems and
simulate the human mind, as they say, “was in the air” back in ancient times. The founder of
artificial intelligence is considered to be the medieval Spanish philosopher, mathematician
and poet Raymond Lull, who back in the 13th century. tried to create a mechanical device
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for solving various problems based on the universal classification of concepts he developed.

The term “artificial intelligence” (Al; English Al - “Artificial” Intelligence”) was
proposed in 1956 at a seminar with the same name at Dartmouth College (USA). This semi-
nar was devoted to the development of methods for solving logical problems. Soon after arti-
ficial intelligence was recognized as a special field of science, it was divided into two areas:
neurocybernetics and “black box” cybernetics. These areas developed almost independently,
differing significantly both in methodology and technology. And only now have trends to-
wards combining these parts again into a single whole become noticeable.

Currently, there are two main approaches to modeling artificial intelligence: machine
intelligence, which consists in strictly specifying the result of operation, and artificial intelli-
gence, aimed at modeling the internal structure of the system.

The main areas of application of artificial intelligence systems: theorem proving,
games, pattern recognition, decision making, adaptive programming, composing machine
music, natural language processing, learning networks (neural networks), verbal conceptual
learning. Modeling of systems of the first group is achieved through the use of the laws of
formal logic, set theory, graphs, semantic networks and other achievements of science in
the field of discrete computing, and the main results are the creation of expert systems and
parsing systems.

Artificial intelligence is a branch of computer science whose goal is to develop hard-
ware and software that allows a non-programmer user to set and solve their traditionally con-
sidered intellectual problems, communicating with a computer in a limited subset of natural
language.

The idea of creating an artificial likeness of a person to solve complex problems and
simulate the human mind, as they say, “was in the air” back in ancient times. The founder of
artificial intelligence is considered to be the medieval Spanish philosopher, mathematician
and poet Raymond Lull, who back in the 13th century. tried to create a mechanical device
for solving various problems based on the universal classification of concepts he developed.

The Chairman of the State Duma Committee on Information Policy, Information
Technologies and Communications said that the problem of replacing the workforce with
artificial intelligence is important for Kazakhstan.

Materials and methods

“Previously, heavy physical work in many areas was done by man himself, but now,
thanks to the development of artificial intelligence, the same work is done by robots. For
example, there are workers who work in construction, in mines, and almost all of their work,
such as building walls, building roofs, is now done by robots. So this clearly means that” con-
struction specialists can be replaced by robots.” Now, for example, in the state of Australia,
there is no Shaban, that is, a person who takes care of livestock. Their function is performed
by robots” (Samsonovich, 2018).

The professor said that even those activities that are related to the brain, wise think-
ing, are gradually being introduced into artificial intelligence, and that the human brain is not
enough to analyze billions of data. “For example, the world chess champion lost to a chess
program on a computer. So chess on a computer is stronger. Also, if we focus on various data,
then a person does not have the ability to analyze millions, billions of data. He has neither
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time nor age for this. And a computer can easily process a stream of data in a matter of sec-
onds. For example, if we focus on diagnostics in medicine, then in comparison with a doctor,
the device correctly diagnoses, because the computer records the knowledge of the best doc-
tors in the world or this country and region, and if we turn to a doctor, then the diagnosis will
be made only at the level of knowledge of that same as a medical worker” (what to expect in
the field of artificial intelligence in 2020).

Discussion and results

Sooner or later, people will be replaced by an automated system, and 2 % of the
country’s working population will spill onto the market. That is why we need to think about
how to employ them, those who will lose their jobs due to the development of digital technol-
ogies, now. According to the chairman, in the near future we will be faced with an increase
in unemployment.

To the greatest extent, artificial intelligence systems use formal logical structures,
which is due to their non-specific thinking and, in essence, algorithmic nature. This makes it
possible to implement them technically relatively easily. However, even in this case, cyber-
netics as a science has a long way to go.

In artificial intelligence systems, modal, imperative, question and other logics that
function in human intelligence are still poorly used, and are no less necessary for successful
cognitive processes than the forms of conclusions long mastered by logic and then by cyber-
netics. Increasing the “intelligent” level of technical systems is, of course, associated not only
with the expansion of the logical means used, but also with their more intensive use - check-
ing information for consistency, constructing calculation plans, and much more.

Problem-oriented fragments of natural languages have already been developed,
sufficient for the system to solve a number of practical problems. The most important re-
sult of such work is the creation of semantic languages (and their formalization), in which
word-symbols have a certain interpretation.

Artificial intelligence (Al) technologies are developing rapidly. In the spring of 2023,
Al made a qualitative leap forward: a new version of ChatGPT was released, which learned
to generate texts of up to 25 thousand words, describe images, and even successfully passed
the bar exam. A new round of unprecedented interest in Al technology has emerged in the
world. Hundreds of different services are emerging that incorporate artificial intelligence
capabilities.

Analysts also note that many of the large rounds of funding for Al startups
involved the world’s leading IT corporations — Microsoft, Amazon, Google and
Nvidia. Moreover, Nvidia is strengthening its position in the AI market thanks to its
GPU-based accelerators, which have been in short supply due to high demand from
companies creating various Al services and training large language models. It is not-
ed that the largest corporations in Silicon Valley are displacing traditional technology
investors in the Al segment (Bobrovsky, 2020).

The education sector is conservative and based on tradition. Therefore, innovations
do not come to education first, but they are tested. Digitalization plays a special role in this,
which will change conventional ideas about teaching methods. Already today we are seeing
a transition from one-to-many learning to personalized learning using artificial intelligence,
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adaptive educational platforms and personalized educational programs.

The use of artificial intelligence and immersive technologies such as virtual and
augmented reality allows for the creation of learning environments where students are im-
mersed in interactive and live learning situations. This can improve your understanding of
the material and make learning more fun. Concepts of education based on computer games
(game-based-learning) appear. The role of the teacher is also evolving in the context of these
changes. From the usual methods of transferring knowledge, teachers become mentors, orga-
nizers and guides in the world of information. The main reason why we are forced to imple-
ment Al in education is the new digital generation (digital natives). The point is that young
people already intuitively use digital technologies; this is a world they understand. They
confidently stream their computer game while simultaneously chatting in instant messengers.
Thus, Google in it’s study (Borovskaya et al., 2010: 127) indicates that schoolchildren are
already using smart speakers and neural networks to do homework.

But Al is developing and being adopted so quickly that it is affecting professions and
employment. The World Financial Forum (Bobrovsky, 2020) estimates that 83 million jobs
will be lost and 69 million created over the next five years. And artificial intelligence and ma-
chine learning specialists top the list of fast-growing job openings. And most of the dynamic
roles on the list involve technology. For example, an engineer, i.e. specialist in setting prob-
lems for algorithms. Or professions at the intersection of machine learning and medicine: a
specialist in training algorithms for recognizing X-ray or CT images. At risk of layoffs are
clerical or secretarial positions, bank clerks, etc.

Conclusion

In conclusion, any new product will certainly bring good to human beings, if we use
it correctly. Although the risks are not small, looking at the current trends in the development
of artificial intelligence, the future of the labor market cannot but worry. For example, the
production of weapons continues, including the creation of destructive weapons. Even nucle-
ar powers are trying to surpass each other every year. It is indisputable that artificial intelli-
gence will also develop. We see achievements in education, medicine, logistics, production,
and think that development is good for humanity.

The key factor currently determining the development of artificial intelligence tech-
nologies is the growth rate of computer computing power, since the principles of the human
psyche still remain unclear. Therefore, the topics of Al conferences look quite standard and
the composition has hardly changed for quite some time. But the increase in the productivity
of modern computers, combined with the improvement in the quality of algorithms, period-
ically makes it possible to apply various scientific methods in practice. This happened with
intellectual toys, and this happens with home robots.

In the future, temporarily forgotten methods of simply enumerating options (as in
chess programs), which make do with an extremely simplified description of objects, will be
intensively developed. But with the help of this approach (the main resource for its success-
ful application is performance), it is expected that it will be possible to solve many different
problems (for example, in the field of cryptography). Quite simple but resource-intensive
algorithms of adaptive behavior will help autonomous devices operate confidently in a com-
plex world. In this case, the goal is to develop systems that do not look like a person, but act

like a person.
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Scientists are trying to look into the more distant future. Is it possible to create auton-
omous devices that can, if necessary, independently assemble similar copies of themselves
(reproduce)? Is science capable of creating appropriate algorithms? Will we be able to control
such machines? There are no answers to these questions yet.

The active introduction of formal logic into applied systems for representing and
processing knowledge will continue. At the same time, such logic is not able to fully reflect
real life, and there will be an integration of various logical inference systems in single shells.
At the same time, it may be possible to move from the concept of a detailed representation of
information about objects and techniques for manipulating this information to more abstract
formal descriptions and the use of universal inference mechanisms, and the objects them-
selves will be characterized by a small array of data based on probabilistic distributions of
characteristics.
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Abstract. The research delves into the intricacies of emergence within managing
complex systems. It provides a comprehensive examination of how new properties that are
not inherent in their components manifest at the system level. This phenomenon, known as
emergence, holds significant implications for project management, particularly in assessing
risks and interrelations among various factors. The study explores the foundational tech-
niques that L. Bertalanffy and A. Hall proposed for analyzing system integrity, emphasizing
their application in social and technical systems. These methodologies underscore the impor-
tance of understanding the dynamic interplay between system components and the system as
a whole. Particular emphasis is placed on identifying systemic objectives and patterns, such
as equifinality — the principle that different initial conditions can lead to the same final state
— and progressive factorization, which involves breaking down complex systems into more
straightforward, manageable parts. By focusing on these aspects, the research highlights the
importance of a holistic approach to system management, where the interaction between parts
leads to emergent properties that cannot be predicted by analyzing the parts in isolation. The
findings of this research furnish novel theoretical and practical approaches for the effective
management of complex systems and projects. By considering facets like interaction, coordi-
nation, and management efficacy, the study offers valuable insights for improving project out-
comes. These approaches are particularly relevant for project managers and system analysts
who must navigate the complexities of modern, multifaceted systems, ensuring that emergent
properties are identified, understood, and effectively managed to achieve desired outcomes.

Keywords: emergence, management of complex systems, system integrity, informa-
tion models, equifinality, progressive factorization, project management
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AHHOTanus. 3epTTey Kypaeini xyhenepli OacKapynblH KbIP-CBIPBIH TEpEHACTE.
3epTTey KXYHenliK JeHrelie oJapablH KOMIIOHEHTTEPIHE TOH eMec jKaHa KaCUEeTTepAiH Katal
KOpiHeTiHIH KapacTeipansl. [lafima Oomy nem artamaTelH OYJ1 KyOBUIBIC jkK00aHBI Oackapy
MIPOIECTEPiHE dCep eTe/l, acipece K00aHbIH SPTYPIIi (aKTOpIapbl apackIHIAFEl TOYEKeIAeD
MEH KaTblHacTapisl Oaranay kesinge. 3eprrey J.bepramandu meH A. Xomn xyienepain
TYTaCTBIFBIH Taj/ay YILIiH YCBIHFaH HETi3ri oaicTepAl KapacTbipaabl. Omapabl oJIeyMETTiK
JKOHE TEXHHMKAJBIK JKyHeneple KoJjaHyFa epeKile Haszap aynapeuiansl. byn kypamnpap
JKYHEHIH KOMIIOHEHTTEP1 MEH JKaJIlbl XYHe apachblHIarbl JMHAMHUKAJIBIK ©3apa SpeKeTTecyai
TYCIHYZIH MaHBI3ABUIBIFBIH KOpceTe . DKBUBAJICHTTUIIK KOHE IPOrPECCUBTI (haKTOPU3ALHS
CHSIKTBI KYHEIIK MaKcaTTap MEH 3aHAbUIBIKTAp/Ibl aHBIKTAayFa epeKIle Ha3ap ayaapbliajbl.
Ocpl acrekTiziepre Ha3ap ayjgapa OTBIPBII, 3epTTey JKyHeHi OacKapyablH OipTyTac ToCiTiHIH
MaHBI3IBIIBIFBIH aTall KOPCETEe i, OHIa OOJIKTEp apachlHIarbl ©3apa dpeKeTTecy OeiKTepIi
JKEKe TaJijiay apKbUIbl O0JKay MYMKIH €Mec jkaHa KacCHeTTepre aKeyeai. 3epTTey HoTHKeIepi
KYpAedi xKyiesnep MeH sxo0anapabl THIMI1 0acKapyablH KaHa TEOPHUSUIBIK )KOHE TPAKTHKAJIBIK
TOCIIAEpiH YCBIHAIBL. ©3apa opekeTTecy, YHiecTipy XoHe OacKapy THIMIUIIIT CHSAKTHI
aCIIEKTiIep/Ii KapacThIpa OTBIPHII, 3€pPTTey XKoOaIapibl iCKe acklpy CanachlH >KaKCapTy YIIiH
KoJIJaHyFa OOJaThIH Kypajjiap MEH oJicTep/i YChIHanbl. byn Tocinmep, ocipece, KaxerTi
HOTIDKENepre KOJ JKeTKi3y YIIiH Taiiia OoNaThlH KaCHETTep/Ii aHBIKTAy/bl, TYCIHYl JKoHE
THIMI 0aCKapy/Ibl KAMTaMacChI3 €T€ OTHIPHIIT, 3aMaHayH KOIT KbIPIIbI XKYHEIep/IiH KYPASIUTITiH
OacIIbIIBIKKA alyFa Typa KeJeTiH jxo0a MeHe/DKepliepi MeH KYHeNliK Tajjaylibuiapra
KaTBICTHI.

Tyiiin ce3mep: maiima Ooxy, Kypaeni xydenepai Oackapy, >KYHEHIH TYTacCTBIFHI,
aKIaparThlK MOJENbJIEP, AKBUBAJICHTTUTIK, IPOTPECCUBTI (QakTopH3amms, Kodamapisl
Oackapy

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 e )
International License / ‘

31



INTERNATIONAL JOURNAL OF INFORMATION AND COMMUNICATION TECHNOLOGIES 2024. Vol. 5. Is. 2.

Joniexcosnep ywmin: J[. JlykesanoB, A. Konecuukos, T. Onex. KYPIEJII
JKYWEJIEPAI BACKAPYJIA TIAVJA BOJIY TIPOBJIEMACHI/XAJIBIKAPAJIBIK
AKTIAPATTBIK )KOHE KOMMYHUKAJIBIK TEXHOJIOTMAJIAP XXYPHAJIBL. 2024. T.
5. No. 18. 3040 6er. (opsic Timinze). https://doi.org/10.54309/1JICT.2024.18.2.003.

MMPOBJEMA ODMEP/IKEHTHOCTH B YITPABJIEHUH CJIOKHBIMH
CUCTEMAMMU

/. JIykeanoe'*, A. Konecnukoé’, T. Onex’
'GIGACIoud, Kues, YkpavHa;
2PM Solution, Anmarsl, Kazaxcran;
30pecckuil MOMMTEXHUIECKU I HAIIMOHAIIBHBIN YHUBEpCUTET, Onecca, YkpanHa.
E-mail: akoles78@gmail.com

JlykbsinoB Imutpuii BragumupoBuu — 1oxrop TexHmueckux Hayk, goueHT, GIGACloud, CIO,
Kues, Ykpanna

E-mail: dlukiano@gmail.com, https://orcid.org/0000-0001-8305-2217;

KousiecHukoB Anekceii EBrenbeBH4 — IOKTOp TEXHHUECKHUX HayK, noeHT, PM Solution, mpoexTHbIH
MeHepkep, Anmatsl, Kasaxcran

E-mail: akoles78@gmail.com, https://orcid.org/0000-0003-2366-1920;

Ounex Tarbsina MedgoaneBHa — KaHIUAAT TEXHUUECKUX HAYK, 0IIEHT, HalmoHanbHbIN yHUBEPCUTET
«Opecckas [lonmurexankay, Onecca, YkpanHa

E-mail: olekhta@gmail.com, https://orcid.org/0000-0002-9187-1885.

© H. Jlykpsnos, A. Konecaukos, T. Onex, 2024

AHHOTaHHﬂ. HCCJ’IGI{OB&HI/IQ yl"J'Iyﬁ]'[S[eTCfI B TOHKOCTHU YIPABJICHUSA CIIO)KHBIMH
cucteMamu. B HCCJICAOBAHUN PACCMATPUBACTCA, KAK HA CUCTCMHOM YPOBHC IPOSABIIAIOTCA
HOBBIC CBOﬁCTBa, HC IpuUCyHIUC HUX KOMIIOHCHTAaM. 910 SIBJICHUC, HM3BCCTHOC KakK
SMCPIKCHTHOCTb, UMCECT BJIMAHUC HaA IMPOLCCCHI YIIPABJICHUSA IMPOCKTAMMU, 0COOEHHO npu
OIICHKC PUCKOB U B3aMMOCBSI3EH MCIKAY pa3JINYHBIMU Q)aKTopaMH IMPOCKTA. B HCCICAOBAaHUHN
paccMaTrpuBarOTCd OCHOBOIIOJIAraromuye MCETOAbI, MPCATIOKCHHBIC JIL. BepTaJ’IaH(bI/I n A.
XOJ'IJ'IOM, JUIA aHaJIn3a OHEJIOCTHOCTU CUCTEM. Ocobo¢c BHUMaHHUE YACIACTCS UX TPUMCHCHUIO
B CONMAJIBHBIX W TCXHHYCCKHX CHCTCMax. Ot HUHCTPYMCHTBI MOAYCPKUBAKOT BAXKXHOCTH
INOHUMAaHUsA JUHAMHWYCCKOI'O B3aHMOHCﬁCTBHH MCKAY KOMIIOHCHTAMH CUCTCMbI U CHCTEMOH
B IICJIOM. Ocobo¢ BHUMaHUE YACTACTCS BBIABICHUIO CUCTCMHBIX uenel}i n SaKOHOMepHOCTCﬁ,
TaKHNX KakK 3KBI/I(1)I/IH8.J'IBHOCTL U IporpeccruBHast (baKTOpI/BaI_II/IH. COCpeHOTO‘{I/IB BHHUMAaHHC Ha
9THUX ACIICKTaXx, UCCIICAOBAHUC ITOAUCPKUBACT BAX)KHOCTD LEJIOCTHOT'O MOAXO0JAA K YIIPABJICHUIO
CHCTGMOﬁ, Ipu KOTOPOM BSaHMOHGﬁCTBHe MCIKAY YaCTsAMU NPHUBOAUT K MOABJICHUIO HOBBIX
CBOf;ICTB, KOTOpPBIC HCBO3MOKHO HNPCACKA3aTb NYTCM aHaIU3a yacTed 110 OTACIIBHOCTH.
P63y1'II>TaTLI HCCJICAOBAaHUS TPEAIararoT HOBBIC TCOPCTUYCCKUC W IMPAKTUYCCKHUEC TTOAXOIbL
K Sq)(l)eKTHBHOMy YHOPaBJICHUIO CJIOKHBIMU CUCTECMAaMH U IMPOCKTAMU. PaCCManI/IBaSI TaKHe
ACIICKTHBI, KaK BBaHMOHCﬁCTBHG, KOOpAWHALWA 1 3(1)(1)CKTI/IBHOCTB yhpaBJICHUA, UCCIICAOBAHUC
npepraraCtT MHCTPYMCHTBI M MCTOABI, KOTOPBIC MOXHO HCIIOJIb30BATh JId YITYUHICHUS
KaueCTBa pcajaru3ali IPOCKTOB. Ot IOAXObI 0COOCHHO AKTyaJIbHbI JII MCHCIKCPOB
IMPOCKTOB U CUCTCMHBLIX dHAJIUTUKOB, KOTOPBIM ITPUXOAUTCS OPUCHTUPOBATLCA B CJIOJKHOCTIX
COBPCMCHHBIX MHOTOI'PAHHBIX CUCTEM, obecreunBas BBIABJIICHUEC, IOHUMAaHUEC 1 B(I)q)GKTHBHOe
YHpaBJICHUC BO3BHUKAIOIIUMHA CBOMCTBaMU I JOCTUIKCHUS KCIIACMBIX PE3YyJIbTATOB.
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KiioueBble ciioBa: SMEpIKEHTHOCTb, YIPABJICHHE CIOKHBIMH CHCTEMaMH,
LEJIOCTHOCTh CHUCTEMBI, MH(POPMAIMOHHBIE MOJAECIH, SKBU(UHAIBLHOCTb, MPOrPECCHBHAsS
(akTopuzaiys, ynpapieHrue MPOSKTaMH

Jass murnpoBanmsa: J[. JlykesHoB, A. Konecuuxos, T. Omnex. IIPOBJIEMA
OMEP/DKEHTHOCTHU B VIIPABJIEHUM  CJIIO)KHBIMHU CUCTEMAMU  //
MesxayHapoaHbIN )KypHaJI HHPOPMAIMOHHBIX U KOMMYHHKALMOHHBIX TexHOMOrui. 2024. T.
05. Ne 18. Ctp. 30—40 (Ha pycc.). https://doi.org/10.54309/1JICT.2024.18.2.003.

Introduction

Complex systems are characterized by many interacting components, which may be
physical, biological, or social. For example, a microservice architecture is a complex system
where each service performs a specific function, but together, they form a single (holistic)
functioning environment.

System integrity (connectedness, unity of the whole) is inextricably linked with
emergence (unexpected emergence, appearance of a new one).

Two key concepts in the study of complex systems are emergence and self-organization.
Emergence refers to the emergence of new properties or behaviors of a system that cannot be
explained in terms of its constituent parts alone. This means that the properties of the whole
are not a simple sum of the properties of its constituent elements, although they depend on
them. On the other hand, elements combined into a system can lose properties inherent to
them outside the system or acquire new ones. An example of emergence in programming is
the behavior of a distributed system, where the simple interaction of individual nodes gives
rise to new operation patterns. This concept follows an essential characteristic of project
management: the emergence of a project linked to a system for developing value in the form
of'a new product, result, or service.

Materials and methods

Many studies have been devoted to the issue of classifying systems by “degree of
complexity”, including many approaches to defining “complexity”. The most straightfor-
ward approaches are based, as noted in (Volkova et al., 2006: 848), simply on a quantitative
assessment of the elements included in the system without considering the specifics of the
connections and relationships between them. For example, G.N. Povarov (Povarov, 1970),
assessing the complexity of a system depending on the number of elements included in the
system, identifies four classes of systems:

1. Small systems (10...103 elements);
2. Complex (104...107 elements);
3. Ultra-complex (107...1030 elements);

4. Supersystems (1030...10200 elements).

Speaking about the taxonomy of complex systems, V.Ya. Tsvetkov, in his article
(Tsvetkov), notes: “The next stage in the development of the theory of complex systems
should be considered the work of Hiroki Sayama” (Hiroki Sayama, 2015: 498), according
to which the theory of complex systems includes several scientific directions, including sys-
tems theory. This theory is more general in relation to systems theory and systems analysis.
According to this point of view (Hiroki Sayama, 2015: 498), the theory of complex systems
includes the critical issue of emergentism (Tsvetkov, 2017: 137-138) and self-organization
(Ashby, 1966: 332). Complex systems theory is related to game theory, collective behavior,
distributed systems theory, evolution and adaptation, nonlinear dynamics, structural model-
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ing, and general systems theory.

Hiroki Sayama calls complex systems networked systems (Hiroki Sayama, 2015: 498)
“having a large number of components interacting with each other, which are characterized
by nonlinear functions”.

A model of a complex system must be understandable, valid, and reliable (Nikolis,
1989: 488). Let us consider these properties (Tsvetkov, 2017: 137—-138):

Perception is a cognitive factor, sometimes replaced by the term simplicity. However,
simplicity is a conditional concept that depends on the choice of criterion for assessing it.

Hiroki Sayama (Hiroki Sayama, 2015: 498) defines the validity of a complex system
model as the quality of information correspondence, which shows how accurately the forecast
of the behavior of a complex system, as a model, agrees with its real behavior.

According to Hiroki Sayama (Hiroki Sayama, 2015: 498), the “reliability” of a model
of any system is determined by its sensitivity to external influences. If minor influences
(conditional characteristics) do not change progress towards the goal, then such a model of a
complex system can be considered reliable.

As highlighted in (Mesarovic), there are two approaches to defining the categories
“Complexity” and “large-scale systems” — abstract and hierarchical. The mathematical
theory of abstract systems can be applied in engineering in various contexts and for different
purposes. The challenge of complexity primarily surfaces with large-scale systems. From
this perspective, the competency models used in project management can be considered
“quite complex” in comparison with systems for creating new products and systems for
operating engineering infrastructure on a scale, for instance, a state. However, considering the
nonlinearity inherent, primarily in the “human factor”, which is an integral component of the
competency model of specialists in almost all fields of activity, and the structural connections
in complex socio-technical systems, the problem of “complexity” demands special attention.
To address this issue, it is crucial to construct models and structural representations of the
system under consideration. One of the key steps in engineering design is the selection of the
structure of the designed system or, in other words, the analysis of structural representations
of the behavior and activity of the system. A detailed mathematical model is not suitable for
this purpose, even if it exists. Traditionally, engineers have relied heavily on block diagrams
to comprehend the complete composition of a system and further its structural representa-
tions. The main appealing aspect of flowcharts is, of course, their simplicity, but their main
drawback is their lack of precision. General systems theory can be a valuable tool for con-
structing basic structural representations of a system that maintain the simplicity of block
diagrams and simultaneously meet all the requirements of mathematical accuracy. General
systems theory models bridge the gap between block diagram representations of systems
and mathematical models. The construction of system-wide models is essential, particularly
when analyzing complex technical systems. The existence of some system-wide methods that
enable solving a specific problem at the level of general systems theory underscores the use-
fulness of introducing this stage into the process of analysis and design of complex systems,
which are any project management systems.

The pattern of integrity (emergence) manifests itself in a system in the emergence (in
english: Emerge) of new properties that are absent in the elements. L. Bertalanffy considered
emergence the main systemic problem (Bertalanfty, 1972: 20-37).

The manifestation of this pattern is easy to explain using examples of the behavior
of populations, social systems, and even technical objects; for example, the properties of a
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machine tool differ from the properties of the parts from which it is assembled. The enterprise
can produce complex technical complexes from components and parts manufactured by
individual production units or employees, united by the rules of interaction, determined by
production technology and industrial relations, etc.

In project management, the pattern of integrity is best illustrated by the logic of risk
management. To fully grasp the situation and trends in its development, it’s not sufficient to
analyze only the “final” factors that influence the possibility of deviations from the original
plan. The “classical” approach to risk management, relying on SWOT analysis (Lukianov et
al., 2020: 7-92), is inadequate. However, by analyzing the influence of factors on each other,
transforming many factors {SWOT} into a SWOTxSWOT adjacency matrix, we can create a
much more informative system model. This comprehensive approach is equally beneficial in
analyzing schedules, stakeholders, communications, and competency models.

To better understand the pattern of integrity, it is necessary first of all to take into
account its two sides:

1) The understanding of a system’s (whole) properties Q is not a mere summation of
the properties of its constituent elements (parts) q.. This comprehension is crucial as it lays
the foundation for understanding the system’s behavior.

2) The behavior of a system (whole) is contingent upon the properties of its
constituent elements (parts): O = f(g). This understanding of system behavior is essential for
comprehending the system’s response to changes in its constituent elements.

In addition to the listed properties, you should keep in mind one more property:

3) Elements combined into a system generally lose some of their properties
characteristic of them outside the system. That is, the system seems to lose a number of
properties of the elements; on the other hand, elements, once in the system, can acquire new
properties.

For example, a project team is capable of managing a large project, and each team
member bears the imprint of such collective (systemic) abilities that are not characteristic of
each team member. For artificial (for example, technical or production) systems, the integrity
property is associated with the purpose for which the system is created. Moreover, suppose the
goal is not explicitly specified, and the modeled object has integral properties. In that case, you
can determine the goal (target function, system — forming criterion) by studying the reasons
for the emergence of the pattern of integrity. In complex systems, such as organizational or
other systems with an active element — a person, it is not easy to immediately understand the
reason for the emergence of integrity, and it is necessary to carry out an analysis to identify
what led to the emergence of integral, systemic properties (Lukianov et al., 2017; Lukianov
etal., 2018: 3-22).

Any evolving system typically exists between the states of absolute integrity
(completeness) and absolute additivity. This dynamic nature of a system is key to understanding
its adaptability and evolution.

In this case, absolute integrity corresponds to a state of complete order (in information
theory — 100 % certainty) of the system, and additivity characterizes 100 % entropy or
chaos, that is, the degeneration of the system into a conglomerate of elements devoid of any
connections among themselves and, consequently, integrity.

The temporary state of the system can be characterized by the degree of manifestation
of one of these properties or trends toward its increase or decrease. To assess these trends,
A. Hall introduced two combined patterns, which he called progressive factorization — the
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desire of the system to a state with more and more independent elements and progressive
systematization — the willingness of the system to reduce the independence of elements, etc.
To assess integrity, A. Hall introduced some indirect assessments that make it possible to
determine which patterns are manifested in the system to a greater extent. However, these
estimates were introduced for specific communication systems (Table 1).

Table 1 — Patterns of interaction between part and whole

Patterns of interaction between part and whole Degree integrity a Element utilization rate b
Integrity (emergence) 1 0
Progressive systematization a>b
Progressive factorization a<b
Additivity (summative) 0 | 1

These estimates are obtained based on the relationship that determines the relationship
between the systems C_, its own C,, and the mutual C, complexity of the system:

C.=C,+C, (1)

Let’s start with the concept of “intrinsic complexity”, which is essentially the total
complexity of the elements of a system, excluding their connections with each other. In the
context of pragmatic information, it’s the complexity of the aspects that directly influence the
achievement of the system’s goal.

The system complexity of a C,. is the system’s content as a whole (for example,
before it is used).

Finally, we have ‘mutual complexity ‘. This term characterizes the degree of
interconnection of elements in the system. Think of it as the system’s complexity as a device,
circuit, or structure. It’s a measure of how the elements of the system interact with each other,
contributing to the overall complexity of the system.

If we divide (1) on C, we obtain the fundamental law of systems:

atb=1 )
Where is the relative connectivity of system elements,

a=-(C/C) 3)
their relative freedom

b=C/C, 4)

The first expression (1) characterizes the degree of integrity, coherence, and
interdependence of system elements in organizational systems and can be interpreted as the
degree of centralization of management.

The second expression (2) is independence, the autonomy of the parts as a whole, and
the degree of decentralization of the system. For organizational systems, it is convenient to
call this the utilization rate of elements in the system.

The minus sign in (3) is introduced so that a is positive since C, in stable systems,
characterized by C,>C, formally has a negative sign. C, associated (what remains inside
the system) content characterizes the system’s work for itself, not for fulfilling the goal set
before it.

From (4), it follows that the sum of the freedom and restrictions of the system’s parts
is a constant value.

Regarding social systems, this means that an increase in justice a is achieved only by
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limiting freedom b, and vice versa. Therefore, a real complex, developing system is always
between two extreme states — absolute integrity and absolute decay, chaos. Society faces a
choice of the degree of regulation of integrity.

Modern methods of theoretical analysis of heterogeneous (decentralized) economic
systems pay increasing attention to the problems of coordination (regulation and coordination)
of the actions of economic agents rather than to the “free development™ of the economy. The
market is considered a source of information exchange and the provision of its participants
with the necessary knowledge.

When an object is conceptualized as a system, the laws of integrity dictate that the combina-
tion of elements into a system and the transition from a system to its constituent elements will
lead to qualitative changes. These changes occur at every level of system dissection. Initially,
the object or process is represented as a structure for study, which may not immediately lend
itself to a mathematical model. The process then involves the identification of precise deter-
ministic relationships between the elements of the system, a task that often requires further
investigation.

The intricate logic of the IPMA Delta model is best understood through the interplay of the
ICB, OCB, and PEB models (Bushuyev et al., 2022: 1-12). However, the detailed description
of the interaction between the final elements of these subsystems, each of which is a subsys-
tem in relation to the system described by IPMA Delta, is yet to be fully explored. This mod-
el, in its complexity, can be scaled from the enterprise level to the industry, state, etc. level,
offering a rich field for exploration and application (Lukianov et al., 2021: 70-84).

Practically, the property of structure integrity in the IPMA Delta model allows for
the description of problem situations that are riddled with significant uncertainties. This
model breaks down large uncertainties into smaller, more manageable ones, aiding in the
identification of the causes of qualitative changes in forming a whole from parts. This
practical application of the model underscores its relevance and usefulness in real-world
problem-solving scenarios.

By dissecting the system, it is possible to analyze the reasons for the emergence
of integrity based on the establishment of cause-and-effect relationships of various natures
between parts, apart, and the whole, identifying the cause-and-effect conditionality of the
whole environment, first carried out by the authors in their works aimed at understanding
the deep mechanisms of the competency models of IPMA ICB version 3.0 (Lukianov et al.,
2019: 506-512).

Hypothesis 1

The entropy of the entire control subsystem upon transition to a new target state is
determined by the sum (integral estimate) of the entropy of all its elements.

This can be demonstrated by an increase in the total number of (missing) connections
between elements when calculating an adjacency matrix of order n, in which the corresponding
matrix does not contain empty (zero) elements.

The pattern of equifinality is one of the patterns of systems’ functioning and
development, characterizing the system’s maximum capabilities. This term was proposed
by L. Bertalanffy, who, for an open system, defined equifinality as “the ability, in contrast to
the state of equilibrium in closed systems, entirely determined by the initial conditions, ... to
achieve a state that does not depend on its initial conditions and is determined exclusively by
the parameters of the system” (Bertalanffy, 1972: 20-37).

Hypothesis 2
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The total information flow directed to the control object during the period of its
transition to a new target state is equal to the difference between the entropy of the entire
control subsystem during the transition to a new target state and the energy of the control
object spent by the control object on the transition to the new state.

Consider all system elements as a “control object” except elements that are part of
the “control subsystem”. This approach allows us, for instance, to determine a complete
information flow aimed at the entire complex of competencies of a project manager in the logic
of the IPMA ICB model from such an element as “leadership”, like “power”, correspond to
the elements of competence of the vertices of the graph in relation to incoming and outgoing
connections (Sherstiuk et al., 2019: 496-500).

Hypothesis 3

The information work of the control subsystem to transform resources is crucial and
consists of two parts — the work of the control subsystem spent on compensating for its initial
entropy and the work aimed at the controlled object, that is, at maintaining the system in a
stable state. This, in essence, reflects the logic of collecting information about the current
state of the project’s work and reconciliation with the project’s baseline plans, presented in
the logic of the monitoring and control processes, and relates to change management in the
project.

This hypothesis requires an important, in the author’s opinion, not-control elements
must, by definition, “generate” more “influence” than they “accept” on themselves, incl. on
the part or parts of a “similar nature.” In this regard, it is indicative of considering not only
the logic of interaction between the elements of the control subsystem but also its possible
representation as a “complex”, “cluster” or “core”, which has “strong connections” between
each other (or “essential”, in terms familiar to mathematicians).

Hypothesis 4

The valuable work of the control subsystem during a specific period must correspond
to the full information flow affecting the controlled system (by axiom 2) for the analyzed
period.

Essentially, the “principle of adequacy” refers to the suitability of management
decisions made based on the information received about the project’s status and the changes
in its implementation environment.

An important note — the calculation of such parameters as “information work™ and
“useful work™ allows us to introduce the concept of “efficiency coefficient” of the control
subsystem, introducing the following seventh axiom:

Hypothesis 5 (proposed by the authors)

The efficiency of the control subsystem for a certain period cannot be more than 100
% for the analyzed period (“The project manager is not a magician”).

Based on information modeling data carried out by the authors for different models,
the efficiency of the control subsystem is not a constant value in the general case (it can
change significantly during transient processes and be a periodically changing value for
systems that are periodic Markov chains (Kolesnikova et al., 2021: 1-6).

Moreover, based on the logic of such a parameter as efficiency, it is possible to compare
different management models, for example, to conclude about a change in the efficiency
of the control subsystem in the form of one or another block of competencies during the
transition from the IPMA ICB 3.0 model to version 4.0, and also to propose how the control
subsystem is a different set of elements, justifying this by a distinct, higher efficiency value
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of the control subsystem.

Discussion and results

However, the authors present a novel concept, a ‘system landscape’ model, albeit in
a simplified form, which they propose to visualize the influence of its elements on the overall
‘entropy’ of the system. This unique approach, considering Markov models as information
systems and applying measures taken to analyze information processes, significantly expands
the possibilities of analyzing such systems. In this case, it is important to define the concept
of ‘model’:

1) Model — an object or description of an object, a system for replacing one system
(original) with another system for studying the original or reproducing its properties.

2) Model — the result of mapping one structure through another. By reflecting
a physical system (object) onto a mathematical system, researchers obtain a physical and
mathematical model of the system or a mathematical model of the physical system.

As is known, the classical modeling problem consists of three tasks:

1. development of a model;

2. research of the model;

3. implementation of the model.

The proposed approach to developing models solves all these three problems:

1. The construction of the model is not just theoretical, but also practical and
constructive. An algorithm is proposed for constructing the model, making it a feasible and
effective approach.

2. To study the model, methods for its research and analysis are proposed.

3. Specific targeted use of models is provided (as constructive and specific tasks).

Among the methods and tools used in the authors’ work, the application of decision-
making theory has proven to be the most effective in practice. This is primarily because,
based on the basic definition of a “solution”, a choice can be made from several alternative
options. The models being developed are designed to be used, during the decision-making
process, as tools for identifying problems, searching for alternative opportunities, and their
formalization in a form suitable for analyzing further decisions, as well as those associated
with the processes of eliminating problems and realizing opportunities.

Conclusion

Based on the fact that making a management decision is the main decision in the
technological management cycle, and the decision-making process is a sequence of selection
procedures, the result of which is a system of management decisions ready for implementation,
the proposal of a particular “information system” that can act as such a “system” management
decision support” in an area where this kind of toolkit has not previously been proposed, then,
according to the authors, there is, at a minimum, potential for practical application.

At the same time, decision-making under conditions of certainty, in which the values
of the most significant parameters are clearly defined, will differ from decision-making under
conditions of uncertainty or when conditions are subject to constant change.

Using a rational model when choosing management decisions is based on selecting a
solution that will maximize the organization’s utility (profit). Using a sensible model requires,
on the one hand, a balanced approach to determining the evaluation criterion, a thorough
search for alternatives, and their complete analysis. On the other hand, there may not be
enough time or the necessary qualifications to ensure a balanced approach to determining
the evaluation criterion, a thorough search for alternatives, and their analysis. In this case,
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transitioning from the “ideal rational model” to a limited one is possible. In this case, the
main goal of the “boundedly rational” approach will no longer be to maximize utility but to
achieve “acceptable satisfaction”. In this case, the problem is defined in a simplified manner,
the analysis of alternatives is carried out superficially, and the first decision meets a particular
set of criteria (attention is not focused on the optimality of the solution).

Having an information system capable of systematizing information for decision-
making will certainly be useful. Considering the capabilities of modern information
technologies and the growing potential for the use of Al, one should expect the emergence of
such functionality, which is quite suitable for assisting in decision-making in situations where
it is necessary to make a choice from several alternatives.

Issues of complexity and emergence remain unresolved entirely. The hypotheses of
information management proposed by the authors can be applied to analyzing a wide range
of design systems.
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JKOcIapiiay, YHUBIMIACTBIPY, OpBIHIAY JKOHE OakbpUldy CHSIKTBI KOOaHBI 0OacKapylblH
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HeTi3ri Ke3eHaepiH KapacTeipaibsl. CoHAal-aK Ka3aKCTaHABIK TOXKipuOene KOoJIJaHbUIAThIH
xobanapel GacKapyablH HETi3r1 Kypaigapbl MEH 9IIiCTepl TajaHabl. 3epTTey HOTIKenepi
Kazakcrannmarel xoHe Oacka emaeppaeri »kobOamapisl OacKapylibuiap YINiH, COHAai-ak
xo0aappl 6ackapy caachlHIaFbl MAMaHAap YIIiH Haiansl 001ysl MyMKiH. “KazakcTaHIbIK
MIPaKTHKAJIAFbI k00amap/pl OacKapyablH HETi3Ti 9icTepi” TaKbIPBIOkI, acipece OitiM Oepymi
KOCa aJFaH/1a, opTYPIIi caiaiaparbl )koOanap/ibl icke achIpy KOHTEKCTIH/IE YITKEH 03eKTTIKKe
ne. Kazakcranaa maxmar MekTeOiH a3ipiiey )KoHe iCKe KOCy THIMII 0acKapy/Ibl Taiall eTeTiH
KBI3BIKTBI Opi Maiaaibl %&00a 00Iybl MyMKIiH.

Tyiiin ce3mep: 6ackapy, »koOanap, MpakTHKa, IaxMaT MeKkTeo1, backapy aictepi

Moiiekce3nep ymin: WM. Mesenues. KA3AKCTAHJIBIK TOXIPUBEIE
KOBAJIAPIbI BACKAPYbIH HEI'I3T'T S AICTEPI//XAJIBIKAPAJIBIK AKITAPATTBIK
JKOHE KOMMYHUKAJIBIK TEXHOJIOTMAJIAP XKYPHAJIBI. 2024. T. 5. No. 18. 41-48
OeT. (arpUTILBIH TUTiIHAE). https://doi.org/10.54309/1JICT.2024.18.2.004.

OCHOBHBIE METO/IbI YIIPABJIEHUSA ITPOEKTAMMU B
KA3AXCTAHCKOM IMPAKTHUKE

H. Me3enuyes
MesxTyHapOIHbBIN YHUBEPCUTET WH(OPMAIIMOHHBIX TEXHOJIOTHUH, AJTMATHI,
Kazaxcran
N. Me3enneB — wmaructpadt OIl «IIpoexTHeII MeHEKMEHT», MeXITyHapOmHbI YHUBEPCHTET

MHPOPMAIIMOHHBIX TEXHONOTHH, Anmarsl, KazaxcTan

© U. Me3senres, 2024

AnHoTanus. /laHHas CTaThg UCCIIEAYET OCHOBHBIE METO/IBI YIIPABICHHS MTPOSKTAMHU
B Ka3aXCTaHCKOW MPaKTHKE Ha MPHUMEepe MPOeKTa CO3aHMs MaXMaTHON MIKoibl. B pamkax
WCCIIEZIOBaHUSI PACCMATPHUBAIOTCS OCHOBHBIE ATAllbl YIPaBICHHUS MPOEKTOM, TaKHe Kak
TUTAHUPOBaHUE, OPTaHN3allNs, BBITIOTHEHNE U KOHTPOIb. Takke aHaTH3UPYIOTCS OCHOBHBIC
WHCTPYMEHTBI M METOIBI YIIPABJICHUS TPOSKTaMU, IPUMEHIEMbIE B Ka3aXCTaHCKOW MTPAKTHKE.
PesynbraTel Hccie1o0BaHNS MOTYT OBITH ITOJIE3HBI JUTS YITPABIISIONINX MpoekTamu B Kasaxcrane
U JPyTUX CTpaHax, a TaKXKe JUIS CIICIUAINCTOB B OONACTH YIPABICHUS MpPOEKTaMu. Tema
«OCHOBHBIE METOJIBI YIIPABICHUS IPOSKTAMH B Ka3aXCTaHCKOW MPAKTHKE» UMEET OOJIBIIYIO
AKTyaJIbHOCTh, OCOOCHHO B KOHTEKCTE pEaM3allid ITPOCKTOB B PA3IUYHBIX OOIACTSX,
BKITIOYast oOpa3oBaHue. Pa3paboTka u 3amyck maxmaTHoOH mkoisl B Kazaxcrane MoxxeT ObITh
WHTEPECHBIM U TIOJIE3HBIM IIPOEKTOM, KOTOPBIH TpeOyeT 3(h(peKTUBHOTO yIpaBiIeHNUS.

KaroueBbie cjioBa: ynpaieHHe, IPOCKTHI, TPAKTHKA, IIIAXMaTHAs ITKOJIa, METOJIBI
yIpaBICHHS

Jasi murupoBanusi: 1. Mesenue. OCHOBHBIE METO/IbI YIIPABJIEHUA
[TIPOEKTAMHU B KA3BAXCTAHCKOW ITPAKTUKE/MEXIYHAPOIHBIN XYPHAJ
NHO®OPMALIMOHHBIX 1 KOMMYHUKALIMOHHBIX TEXHOJIOTUI. 2024. T. 5. No.
18. Crp. 41-48. (Ha anr.). https://doi.org/10.54309/1J1CT.2024.18.2.004.

BBenenue
AKTyansHOCTh B COBpEeMEHHOM MUpE YIIpaBleHHE MPOEKTAMHU HUTPAET KIFOYEBYIO
POTb B IOCTHIXKEHHH MOCTABICHHBIX 1€l W YCHEIIHOW peaym3anuu 3aaa4. KazaxcraHn He
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SBJISIETCS! HCKITIOYCHUEM, U B €0 IIPAKTHKE CYLIECTBYET PsiJi OCHOBHBIX METOOB YIIPaBIICHHS
NPOEKTaMH, KOTOpble NPUMEHSAIOTCS Uil 3()(EKTUBHOTO YIIPABICHUS Pa3IWYHBIMU
NPOEKTaMHU.

Llenv pabomvr «OCHOBHBIC METO/BI YNPABICHHUS HPOCKTaMH B Ka3aXCTaHCKOH
MPaKTHKE» B KOHTEKCTE MIPOEKTa MaxMaTHON IKoJb! B KazaxcraHe 3akiro4aeTcs B U3y4eHUN
W aHaJIN3€ OCHOBHBIX MOAXOIO0B M METOIOB YNPABJICHUS MPOEKTaMH, KOTOPbIE MOTYT OBITh
3 PEeKTUBHO NPUMEHEHBI IPH PeaTU3alii JaHHOTO KOHKPETHOTO TIPOEKTA.

W3yueHne OCHOBHBIX METOIOB YNpPaBICHHUS NPOCKTaMH, HNPUMEHAEMBIX B
Ka3aXCTaHCKOH ITPAKTUKE, C yUYETOM CIIEHU(PHUKH PErHOHATIBHBIX 0COOCHHOCTEH U TPeOOBAHHH.

OcHOoBHOH 3ajaueil sBisercd AHamU3 TNPUMEHMMOCTH PA3JINYHBIX METOJO0B
yHOpaBieHHUs NPOEKTaMH K KOHKPETHOMY IPOEKTY MIaxmaTHOW mikoiasl B Kasaxcrame, c
YUYETOM €ro LeJiell, 3a71a4, pecypcoB M OTpaHHUCHHH.

l'unotesa — Pa3paboTka pekoMeHAaluii 1o BEIOOpY Hanbos1ee HOAXOISIINX METOI0B
yHpaBieHHS IPOSKTOM LIaxMaTHOH 1Kokl B Kazaxcrane ¢ menpio odecredeHust yCIenHou
peanu3anuy 1 JOCTHKECHHS OCTaBICHHBIX LIeIIeH.

[IpoBenenne aHanm3a BO3MOXKHBIX PHUCKOB M pa3paboOTKa CTpaTreruii M IUIaHOB
JEHCTBUM U1l MX MUHUMM3ALUH B PAMKaX MPOEKTA MIaXMAaTHOM MIKOJIBI.

BousiBnieHne OCHOBHBIX (aKTOPOB yclexa W BBI30OBOB, C KOTOPBIMH MOXKET
CTOJIKHYTBCSI IPOEKT LIaxMaTHOH 1mKkonbl B Kazaxcrane, u npeioxXeHne pekoMeHaauui no
UX YIIPaBJICHUIO.

OnMH 13 TaKUX MPOEKTOB, KOTOPBIM MO)KHO PAaCCMOTPETH B KOHTEKCTE Ka3aXCTAaHCKOU
MPaKTHUKH — 3TO MPOEKT CO3aHus maxMaTHou mkoisl. [1laxmarsl B Kazaxcrane monbssyrores
HOMYNSAPHOCTBIO W TPHU3HAHBI KaKk OOUH M3 MHCTPYMEHTOB PAa3BUTUS YMCTBEHHBIX
cnocoOHocTel gerei. [loaTomy co3nanue maxMaTHOM MIKOJIBI MOXKET OBITh BaKHBIM ILIAIOM
B Pa3BUTHH 00Pa30BaHUs U CIIOPTA B CTPAHE.

Jnst ycnemHoi peanu3aiy MpoeKTa co3l1aHusl maxMaTHoi mkonbsl B Kazaxcrane
HEOOXOMMO ITPUMEHSTH OCHOBHBIC METO/IbI YIIPABJICHUS IPOCKTaMH.

Omnpenenenue 1esnei NpoekTa, pa3padboTka MaHa AeHCTBUI, ONIPeAeTICHNE PECypCcoB
Y CPOKOB BBITTOJTHEHUS 3a/1a4.

dopmMupoBaHue KOMaHAbl NPOEKTa, PACHpeAciICHUue 00S3aHHOCTEH, YCTaHOBICHHE
KOMMYHHKALIMOHHBIX KaHAJIOB.

Henocpencreennas peanusanys aHa AeHCTBUN, KOHTPOJIb 3@ BHIIIOJIHEHUEM 3a/1a4,
yIpaBieHHE PECypCaMu.

OtcnexuBaHue TIporpecca IPOEKTa, OIEHKA JIOCTHUTHYTBIX  PE3YJIbTaToB,
KOPPEKTHPOBKA IJIaHa IPU HEOOXOIUMOCTH.

Jiist ycrenHoro yrpasieHus IPOSKTOM CO3/IaHMsI IIaXMAaTHOM IIKOJIBI BaXKHO TAKKe
UCIIONIb30BATh PA3JInUHbIC HHCTPYMEHTBI YIPABICHHSI IPOCKTAMU.

MarepuaJjibl 1 METOIbI

CymecTByeT MHOKECTBO METOJOB YIPAaBIEHHSA IMPOEKTaMH, KOTOPHIE MOMOTAar0T
OpraHu30BaTh PadOTY, KOHTPOJIUPOBATH MIPOLECCH U IOCTUTATh NOCTABICHHBIX LENCH.

Hns aHanu3a NPUMEHUMOCTH PAa3JIMYHBIX METOAOB YIPABICHUS IMPOCKTaMH
K KOHKPETHOMY HPOEKTy MIaxMaTHOH mKkonsl B Kaszaxcrane, HEOOXOOMMO YYHTHIBATh
OTIpE/ICNICHHBIE aCTICKTHI.

PazpaboTka 1 BHeipeHne THOKOT0 METO/IA YIIPABICHUS IPOCKTaMH pealn30Bajiach Ha
npuMepe MIaxMaTHOH 1mkonbl ropoaa Anmatsl Smart Chess Academy, koTopas 3aHUMaeTcs
o0y4yeHHEM M MOBBIILICHHEM KBalIW(UKAIMK YYCHHKOB JETCKOW M B3pPOCIOH BO3pacTHOU
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KaTeropuu B cpepe oOpazoBaHmMsL.

Buenpenne ruOKuX MeTOA YNpaBiIeHHE MPOCKTaMHU MPOXOIWIO B TEUCHHE LIECTH
MmecsneB (mosmyropa). Kpome mpenoctaBieHMs CTaTUCTUYECKUX TaHHBIX HEOOXOAMMO
oueHUTh 3P PEeKTUBHOCTH BHEAPEHUS, TpoBecTH aHaau3 puckoB U SWOT-ananus. [IpoBenens
CJICIYIOIE METOABI, KOTOPBIE TIO3BOJIMIIN MPOAHAIN3UPOBATh TMOKME METOABI YIIPABICHUS
MIPOEKTaMHU Ha mpuMepe maxmatHoi mkonsl Smart Chess Academy ropoga AjaMarsl:

e SWOT-ananu3 maxmartaoi mxonsl Smart Chess Academy ropoga AnmMarsl
e OLieHKa PUCKOB MPOEKTa U PEKOMEHAALINH 10 €€ CHIKCHHIO
e Onenka 3QeKTHBHOCTH BHEAPCHNS METOJIOB YIIPABJICHUS IPOCKTAMH.

Tabnuma 1. SWOT-ananmu3 maxmarHo# mkonsl Smart Chess Academy ropoma AnMarst

CusbHBIE CTOPOHBI Crnabble CTOPOHBI

V' Illaxmars SIBIISIIOTCS aKTyaJabHON v TIpOEKT UMEET CHIIbHYIO 3aBUCHMOCTD
JEATeIbHOCTBIO AT BCEX  BO3PACTHBIX OT  3aMHTEPECOBAHHOCTH  JIOAEH
KaTeropuii, 0cOOEHHO AJIsl IETCKOTO BO3PACTa; (oTepst TeKyIUX KIMEHTOB);

v’ 3Baustus B odmaliH W oHnaliH (popmare v' CunbHas 3aBUCHUMOCTD oT
MO3BOJISAIOT MPOBOAUTH 3aHATHSA, HE TONBKO B MIPENoaBaTeIbCKOro COCTaBa,
KaOMHEeTe, HO M y/alleHHO; MO3TOMY NpeINPUHIMATEITIO

v KsanuduuupoBaHHbIE IPENoaaBaTeI; HEOOXOIMMO CO3/1aBaTh KOM(OPTHBIE

v IlpoBeneuus KOHKYPCOB, TYPHHPOB, ycioBHs paboThI;

MOBBIIICHU# KBaTU(UKALIHIA; v'  Hannuwe  CWIBHBIX  KOHKYPEHTOB,

v AKTHBHOE IPOJBMKEHHE U POCT B COLUAIIBHBIX KOTOpBIE JONIbIIIE HAXOMATCS B cepe
CeTAX I NPUBICYEHUS LIENECBON ayTUTOPUU 00pazoBaHus

Bosmoxknoctu Yrpo3st

V' VBenuueHHME TIPEMOAABATENBCKOTO COCTAaBa v' VYXymueHune JKOHOMHKH PecryOmuku
U BMECTE C TEM KOJIMYECTBO Y4YaIIUXCA B Kazaxcran u B Mupe;
11aXMaTHOM LIKOJIE; v' VkecroueHue KOHKYpPEHLIUU

v' Pacmmpenue omyaiin Qopmara o0yd4eHwus, (BHyTpHOTpaciieBast KOHKYPEHIHS);
pacmpocTpaHeHHe He TONbKO B paMKax v TeppOpHCTHYECKUE YIPO3BI;
Kazaxcrana, HO ¥ B IpyTrux CTpaHax; v CHIKCHHUE [I0XOJI0B HACEIICHHS;

v Tlomuep:Ka co CTOPOHBI FOCYIaPCTBA MAJIOMY v'  CHWKEHHE  HWHTepeca  HACEJICHHS
omzHecy. CTPAHEL K OOYYCHUIO

HcTouHuK: cocTaBIeHO aBTOPOM

Onenka 3(()eKTUBHOCTH BHEIPEHUs] THOKMX METOJOB B YIpaBlICHHE IIaXMaTHOW
mkonoit Smart Chess Academy npoBoauiach ¢ momonipto pacuera ROI, kKoTopsiii cocTaBui
126,46 % (ROI > 100 % — BiIOYKEHHUS IOTHOCTBIO OKYITMIIUCH, TPOEKT IPUHOCUT MPHOBLIB)
Bce manHble 0 goxomax M pacxomax ObLIM B3SITHI Y PYKOBOAMTENS MPOEKTA IIaXMaTHOW
LIKOJIBI, B COTPYIHUYECTBE C KOTOPBIM MPOBOJMIINCH BCE CTATUCTUYECKUE JaHHBIC M PACUCTHI,
o0roBapuBajKCh JalbHEHIINE 3aa91 U ACUCTBHS U1 9P GEKTUBHOTO YIIPABICHUS TIPOCKTOM
B OyyIieMm.

OO0 MpPUPOCT KIIMEHTOB IaxMaTHo# koo Smart Chess Academy 3a mosrosa

IO MTOraM MOACYETOB B alpejie KOJIUUYECTBO VUEHHUKOB COCTABIIO — 74 VUEeHHMKA, B OHIANH
@‘(}' This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0
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¢dopmare 00yueHus — 16 yueHnkoB. B cpaBHeHUH B HOSIOpE KOTMUECTBO YUEHUKOB OCTABIISIIO
— 48, B oHIaiiH opmare 00ydeHus — 5 yUeHUKOB, Yepe3 noiroga — 16.

OOmmii mMpUPOCT KOIMWYECTBA YUYCHUKOB 3a MOCJIEIHNE Moaroaa B oduiaiin ¢popmare
00y4eHUs] B MPOLIGHTHOM COOTHOIIEHHH cocTaBisieT — 64.86 %. KonnuecTBO y4eHUKOB B
OHJIaliH Qopmare 00yueHHs BeIpocio Ha 31.25 %. C kakapIM MecsILeB IPUPOCT KOJTMYECTBA
PETYJISPHBIX KJIMEHTOB ITOCTEIEHHO JJOBOJIBHO CTPEMHUTEIBHO YBEINUNBACTCS.

OOmmii mpUPOCT KOJMYECTBA YUCHUKOB Ha NMPOOHOE 3aHATHE IO ILIaxmaram 3a
nocJeJHNUE MOJToa B OHJIaWH 1 oduaiiH ¢opmare 0OydeHUs! B IPOLEHTHOM COOTHOILICHUN
cocraisieT — 18.75 %. C moBbILICHHEM YHUCIa MPOBEACHHBIX NPOOHBIX 3aHATHH PacTeT
o011ee YMciIo MpoIak, Tak Kak OeCIUIaTHOE 3aHTHE MTO3BOJISICT KJIMEHTaM OLEHUTh KaueCTBO
NPEnoAaBaHysl, CBOM YMCTBEHHBIE CIIOCOOHOCTH M HAaBBIKH, 3aMHTEPECOBAHHOCTb U TOMY
nofoOHOe, TO €CTh IOCJE 3aHATUSl YYCHUKAM NPOLIE MPHUHATH pPEIICHHE, HY)KHO JIM UM
NPOXOIUTH 00y4YeHHE UMEHHO B maxMarHoi mkose Smart Chess Academy.

Tabmuia 2. ®UHAHCOBBIN TTIAH HA TOJ maxMaTHO# mkoasl Smart Chess Academy ropoga AnMarsr

Pacxonsl O0w1as cymma B Mecs1l, TeHIe
Pexnama 8.200
ApeHa noMeneHus 120.000
KomMmyHansHbIE yCayTH 7.500
[IpuObLIb 10 HATOTOOOIOKEHHS 740.000
Hanor Ha npuOsUTH 22.200
Uucras npuObLIb 582.100

DUHAHCOBBIN TJIaH COCTABIISUICA JI0 Hadala BHEIPEHUS THOKUX METOJl YIPaBICHUS
MPOCKTaMH, B YaCTHOCTH JUIs maxMaTrHol mkombl Smart Chess Academy ropoma AMartsr,
OCHOBBIBASICh Ha OIIBITE MPOILIBIX IIEPHOI0B, OHAKO B TEUEHUE MOTyTofia 3HAYCHNE YNCTON
MPHUOBLIN TIPEBBICUIIO OXKHTaEMBIE.

OcHOBHas 1€k TPOEKTa MIaXMaTHOH KOsl B Kazaxcrane 3akimodaercs B pa3BUTHH
[IAXMaTHOTO CIIOPTa CPEAH MOJIOAEKH, OOydeHHH IIaXMaTHBIM HaBBIKAM W TIOATOTOBKE
TaJAHTIMBBIX UTPOKOB. J[JIs JOCTHKEHUS ATOH eI MOYKET OBITh HEOOXOIMMO HCIIONIb30BaTh
METOJBI YIIPABICHUS, CIIOCOOCTBYIONTHE d(D(PEKTUBHOMY OOYUCHHUIO M PA3BUTHIO yUAITUXCS
(MymyHoB 1 1p., 2015)

3amadr MpoeKTa MOTYT BKJIIOYATh B ce0s cozanne HHPPACTPYKTYPHI IS POBEICHUS
3aHATHH, HAltM KBATH(HUITIPOBAHHBIX TPEHEPOB, OPTAHM3AIINIO COPEBHOBAHUH W TyPHUPOB,
MpUBJIICUEHUE ydamuxcs U ux poxauteneid. /g spPexTHBHOTO BBITIOTHEHHUS 3a/a49 MOTYT
noTpeOoBaThCs METONBI YIPABICHUS, HAIpaBIeHHbIE HA TUIAHWPOBAHUE, KOOPAMHAINIO U
KOHTPOJIb BBITIOJTHEHUS PaOOT.

Pecypcel mpoexTa maxMaTHOM WIKOJIBI MOTYT BKJIOUaTh B ceds (hrHaHCOBBIE
CpEeICTBa, MepcoHaN, 000pyJ0BaHNe, TIOMEIICHUSI U JIpyTHe pecypchl. s onTHMaaIbHOTO
WCTIOJIB30BAHUS PECYPCOB MOTYT TMPHUMEHATHCA METOBI yNpaBICHWS, HANPaBICHHBIE Ha
pacmpeneseHre U ONTHMH3AIIIO PECYPCOB.

OrpannyeHuss TPOCKTA MOTYT BKJIIOYaTh B Cc€0S OTpaHUYCHHBIA OIOIKET,
OTpaHWYECHHBIE CPOKH BBHITIOHEHUS TIPOEKTa, OTPAHWMYEHHBIE PECYPCHI U JIpyTrue (aKkTOpPHI.
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Jnst ynpaBieHHs: OTPaHUYEHUSIME MOTYT HCIIOJIb30BAThCsl METOIbI YIIPABICHUS KaYeCTBOM,
BpeMeHeM u croumocthio (Kazakos u jip., 2007).

Hcxons 13 BBILIETICPEUNCIICHHBIX aCIIEKTOB, MOXKHO IIPOBECTH aHAJIU3 TPUMEHUMOCTH
Pa3IMYHBIX METOJOB YIPABICHUS NPOCKTaMU K KOHKPETHOMY MPOEKTY IIaXMAaTHOM IIKOJIBI
B Kazaxcrane. Hanpumep, 1715t 3¢ dekTuBHOrO 00yUeHNs yHaluXcs U Pa3BUTHUS IaXMaTHBIX
HaBBIKOB MOYXHO TIPUMEHHUTHb MeTOAbl Agile ympaBieHus] IpOEKTaMH, KOTOPbIE IO3BOJISIOT
OBICTPO pearupoBaTh HAa HM3MEHEHUS W aJalTUPOBATh IUIAHBI K HOBBIM YycHoBHsAM. s
ONTUMAJBHOTO HCIIONB30BAHUSI PECYPCOB MOXKHO HCIIONIB30BAaTh METOIBl YIIPABICHUS
noptdeneM NpoeKToB, KOTOPhIE TIOMOTYT BbIOpaTh HanOoJee NPUOPUTETHBIE MPOECKTHI IS
WHBECTHPOBAHUS pecypcoB. TakuM 00pa3oM, aHalIM3 MPUMEHUMOCTH PA3IMYHBIX METOJO0B
yHpaBlieHUsS MPOEKTaMH K MPOEKTY LIaxMaTHOM mkojbl B Kazaxcrane momoxeT BBIOpaTh
HanOoJee MOIXOISIINEe METOABI Ul YCHCIIHON peaju3aluy MpOoeKTa U JOCTIXKEHHS ero
neyen.

s BeIOOpa Hanbosiee MOAXOSAIIMX METOIOB YIPABICHHUS MPOEKTOM HIaXMaTHOM
mkonbl B Kazaxcrane m oOecrieueHHsl yCIICIIHOW peajiu3alud MPOEKTa, PEKOMEHAYETCS:
[lepBbIM 11arOM SIBIISICTCS YETKOE ONPEACICHUE LesIeH 1 3a/1a4 MPOEKTa axXMaTHOM LIKOJIBI.
3TO IOMOKET ONPEEeTUTh HEOOXOJUMbIE PECYPCHI, CPOKU M OTPAaHUUCHHS IPOEKTA.

[IpoBecTr aHamM3 PHUCKOB, CBSI3aHHBIX C peaJM3alMel MpoeKTa IIaXMaTHOW
mkonbl.  Omnpenenure MOTEHUUAIBHBIE YIPO3bl M BO3MOXHOCTH, 4YTOOBI paszpaboTarb
CTpaTeruu Mo Mux ymnpasieHHI0. OnpeaeianTe BaXHOCTb KaXKAOTO PUCKA M €ro BIHMSHHE
Ha JIOCTMO)KEHHE Leneil mpoekta. Ha ocHOBe pe3ynbraToB aHaiM3a pUCKOB paspaloraiite
CTpaTeruu ympasJeHHUs] pUCKaMu. B 3aBHcHMOCTH OT XapakTepa pUCKOB, OHU MOTYT OBITh
CMSITYEHBI (ITyTeM MPUHATHA MEpP M0 CHWKECHHUIO BEPOSITHOCTH BO3HUKHOBEHHS PUCKA) WU
NepeHeceHsl (IyTeM pa3pabOTKU IJIaHa JEHCTBUM B Cilyyae BOSHHKHOBEHHUS pucka). [lis
Ka)JIOTO HACHTU(PHULIUPOBAHHOTO PUCKa pa3padoTaiTe AeTanbHbIN MJIaH 1eHCTBUIN, KOTOPBIH
OyzeT onpenensiTh Waru, HeoOXOAUMbIE A1 MUHUMHU3AIMK BO3ACHCTBHS PUCKa Ha TPOEKT.
VYKakuTe OTBETCTBEHHBIX JIMII M CPOKH BBIIIOJHEHUS AericTBUM. [locTosiHHO oTciexuBaiite
COCTOSTHHE DPHCKOB, MX BEPOSITHOCTb BO3HHMKHOBEHHUS M BIMSHHE Ha TNPOEKT. B ciydae
HEOOXOJUMOCTH KOPPEKTUPYHTE CTpaTeruy yNpaBiCHUS PUCKaMHU W OOHOBISIMTE IUIaHBI
nevicruii (Tymembaes, 2013).

Hcxons u3 uesei, 3a1a4d, pecypcoB U OrpaHMYCHUH NMPOEKTa, BbiOepuTe Haubojee
MOAXOMSIINE METOABl YIpaBieHusl mpoekToM. Hampumep, ansi oOydeHust ydammuxcsi u
pasBUTHS IIAXMaTHBIX HAaBBIKOB MOXKHO HCIIONB30BaTh Agile MeTomosioruio, Kotopas
MO3BOJIUT OBICTPO aAANTHPOBATHCS K M3MEHEHHUSIM.

Obecnieuste  3(QEeKTUBHOE  yMNpaBICHHE  KOMAHIOW  MpOeKTa, HalMUTe
KBaJTM(UIUPOBAHHBIX TPEHEPOB M IEPCOHAJ, KOTOPBHIA OygeT OTBEe4YaTh 3a pasjInuHbIC
aCIIEKThI IPOCKTA.

VYcTaHOBUTE CHUCTEMY MOHHTOPUHTA M KOHTPOJIS BBIOJHEHUS padoT, 4TOOBI
CBOEBPEMEHHO BBISIBIISITH OTKJIOHEHHSI OT IJIaHAa U KOPPEKTUPOBATH CHCTBUSL.

ITocne 3aBepiieHUs] MPOEKTa NPOBEAUTE OLICHKY PE3YJbTAaTOB M CPAaBHUTE HX C
MOCTABJICHHBIMH LEIAMU. Mcnonb3yiiTe noxydyeHHbIC JaHHbBIC Ul YITyYLICHHUS! IPOLIECCOB
B Oy/IylIMX IPOEKTax.

BoBnekute Bcex 3aMHTEPECOBAaHHBIX CTEHKXOIIEPOB B MPOLECC NPUHSTHS PEIICHUN
n o0ecreubTe MPO3PaYHOCTh B JCATENBHOCTH NpoekTa. OmpenenuTe MOTEHIHATIbHBIC
YIPO3bl, KOTOPbIE MOTYT MOBJIMATh HA YCIEIIHOCTh MPOEKTa MIAXMATHOM IIKOJIBI, a TaKKe
BO3MOJKHOCTH, KOTOPbIE MOTYT OBITH HCIIOJb30BAHBI B CBOIO IIOJIB3Y.
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Breibop HauOojee MOAXOAALUIMX METOJAOB YIPABICHHUS INPOCKTOM MIaXMAaTHOM
mkojbl B KazaxcTane 3aBHCUT OT KOHKPETHBIX OCOOCHHOCTEH MPOEKTa, €ro Leield u 3aaad
(3emenkoga, 2014).

OcHoBHbIe (pakTOPHI ycrexa NpoeKTa maxMaTHo mkonbl B Kazaxcrane.

KazaxcTan u3BecTeH CBOMMH TPagMLUSAMH B OOJIACTH IIAXMAaTHOTO CIOPTA, YTO
MOKET CIIOCOOCTBOBATh HHTEPECY K LIaXMaTaM CPEAN MOJIOJCHKH.

[loanep»ka co CTOPOHBI TOCYAapcTBa MJIM MECTHBIX BJAcTEH MOXET 00eCIeuuTh
(hMHAHCOBYIO U OPraHU3ALUOHHYIO TOIICPIKKY MTPOCKTY.

Hanuune onpITHBIX ¥ KBATU(UIMPOBAHHBIX TPEHEPOB CIIOCOOCTBYET KaUE€CTBEHHOMY
00y4EHHIO [IIaXMaTHBIM HaBBIKAM.

Hannune coBpemeHHON HHPPACTPYKTYPHI (MTPOBBIX 3aJI0B, 000PYAOBAHNS) BIUSET
Ha KOMPOPT U IPPEKTHBHOCTH OOYUCHHUS.

['pamoTHOE MpOABMKEHNE MIAXMATHOH ILIKOJIBI IOMOYKET MPUBJICYb OOJIBIIC yYCHUKOB
Y TIOBBICUTD €€ N3BECTHOCTD.

BbI30BBI, C KOTOPBIMU MOXET CTOJIKHYTBCSI TPOEKT.

CymiecTByeT BO3MOKHOCTh KOHKYPEHIMH CO CTOPOHBI JPYTHX MIAXMATHBIX IIKOJI
WIN JpYTUX BUAOB gocyra Juia nereid. Hemocrarok (uHaHCHPOBaHUS MOXKET OIPaHUYHMTH
pasBUTHE IIAXMATHOW LIKOJIBI W KAauyeCTBO NPENOCTaBIsieMbIX yciyr. Halitu m ymepkarb
KBaJIM()UIIMPOBAHHBIX TPEHEPOB M IIEAAr0r0B MOXKET OBITH CIIOKHOM 3a1aueil. Heobxoanmocts
aIaNTHPOBATHCS K U3MEHSIOIUMCS OTPEOHOCTAM YYCHUKOB U PBIHKA.

PexomeHaanum no ynpasieHHUIO BEI30BaMH.

Boimenutech Ha (OHE KOHKYPEHTOB, MPEAJIOKHUB YHUKAJIBHBIC IPOTPaAMMBI
oOyuenust win (opmarsl 3aHATHH. B3aumonelcTBylTe ¢ rocyIapCTBEHHBIMH OpraHaMH,
CHOPTUBHBIMHM OpPTaHU3alMsIMH U JAPYTMMH 3aWHTEPECOBAaHHBIMU CTEHKXOJIEpaMH JUis
NOJTy4eHHs NOAACPKKH U puHaHcupoBaHus. O0ecneubTe HenpepbIBHOE 00yUCHHE TPEHEPOB
U TeIaroroB, YToObl MOBBICHTH KauecTBO oOyueHMs. Cienure 3a M3MEHEHHSMHU B CIIPOCE
U TpeOOBaHUAX DPBIHKA, YTOOBI ONEPATHBHO pearupoBaTh Ha W3MEHEHHUs. lcmonbsyiite
pas3JIn4yHbIe MAPKETUHTOBBIC KaHAMbI IS TPOJBIXKECHHS IAXMATHOM IIKOJIBI U IPUBJICUCHUS
HOBBIX Y4eHUKOB. C y4eToM 3TuX (hakTOpoB U PEKOMEHAALNH MOXKHO () (h)EeKTUBHO YIIPABIATH
BBI30BaMH U MOBBICUTD YCIEIIHOCTh MPOEKTa IaxMaTHOH mkoisl B Kazaxcrane.

3akirouenne

B 3axstoueHue, cieayer OTMETHTh, YTO B Ka3aXCTAHCKOM INPAaKTUKE OCHOBHBIC
METOIBl YNPaBJICHHUA TMPOCKTAMHM WIPAIOT KIIOYEBYIO POJb B YCICIIHOW peanu3anun
Pa3JINYHBIX MIPOEKTOB, BKIIOYAsl MPOEKTHI LIaXMATHBIX IIKOI. [IpuMeHeHHe MeTOmoIOTHiA
yHOpaBieHHS MPOEKTaMHU, YIpaBlIeHHE pUCKaMu, 3(p(EeKTUBHOE IUTAaHUPOBAHUE, YIIPABICHHE
KOMMYHHKALUSIMH, MOHUTOPUHI M KOHTPOJIb, & TakXke OOydeHHE W Pa3BUTHE IMEpCOHANa
SIBJISIFOTCSL BAYKHBIMH COCTaBJISIFOLIMMHU YCIICIITHOTO BBIMOJIHEHUS TIPOEKTA.

[IpoekT mraxmMaTHOW WIKOJNBI, KaK M JIOOOH Jpyroil NpoekT, TpeOyeT YEeTKOTO
TUTAHUPOBAHUSI, KOOPAWHALIMN YCHIIUHM BCEX YYACTHUKOB M MOCTOSSHHOTO KOHTPOJIS 3@ XOI0M
BBIMOJHEHUS 3a1a4. CoOMoIeHNe OCHOBHBIX METOIOB YIIPABICHUSI MPOEKTAMH ITOMOXKET
obecrieunth 3()exTHBHOE (PYHKIMOHUPOBAHME IIAXMATHOW MIKOJBI, MOBBICUTH KaueCTBO
00y4eHUsI U TOCTUYb [TOCTABICHHBIX LENCH.

Takum o00pa3om, NpUMEHEHHE COBPEMEHHBIX METOJOB YIIPABJICHHUS IPOCKTaMU
B Ka3aXCTAHCKOM NPaKTHKE CIIOCOOCTBYET YCICLIHOM peaau3alii MPOEKTOB Pa3IMYHOTO
Macmrada U HaIpaBICHHOCTH, B TOM YHUCIIE ITPOEKTOB IIaXMaTHBIX IMIKOJ, U CIOCOOCTBYET
Pa3BUTHIO 00PA30BaHUS U CIIOPTA B CTPAHE.
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Abstract. This article presents an analysis of the current state of development and
integration of Internet of Things (IoT) systems in Kazakhstan. The article goes on to describe
a number of key projects and initiatives aimed at the digitalization of various sectors, includ-
ing smart cities, agriculture, energy and healthcare. The principal obstacles confronting IoT
systems in Kazakhstan are delineated, including infrastructural constraints, the high power
consumption of devices, cybersecurity, equipment incompatibility, data processing challeng-
es, organizational impediments, financial limitations, the dearth of proficient professionals,
and regulatory hurdles. For each challenge, potential solutions are proposed, including the
development of network infrastructure, the implementation of energy-efficient technologies,
the assurance of cybersecurity, the standardization of devices and protocols, the training of
skilled professionals and the creation of an enabling environment for investment. An integrat-
ed approach to addressing these challenges will ensure the successful development and im-
plementation of IoT technologies in Kazakhstan, thereby contributing to economic growth,
increasing the efficiency of various industries and improving the quality of life of the popu-
lation.
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AnHotamus. byn wmakamama Kasakcranmarer loT skylenepiHiH ngamybsl MeH
WHTETPAlMACHIHBIH ~ Ka3ipri JKaFgaibl KapacThIpbUIaZbl. AKBULABI  Kajajiap, aybul
HIapYallbUIbIFBI, OJHEPreTHKa JKOHE JEHCAyNbIK CaKTay CHSKTBl TYpJi —cajanap/sl
mudpranaplpyra OaFbITTalFaH  HETi3ri  Jkobamap MeH OacTamanap CHUIATTaJFaH.
Kazakcrannarer [oT oxylenepiniH angslHaa TypraH HEri3ri mpoOiemanap aHbIKTaJIbl,
COHBIH 1mIiHIe HHQPAKYPHUIBIMABIK IEKTEYJIep, KYPbUIFBUIAP/IBIH JKOFaphl KyaT TYTHIHYHI,
KHOEpKAyIICi3/IiK, aOJBIKTBIH YHICCIEYIIUTIT, IEepeKTepAl OHICYIeri KHUBIHIBIKTAp,
YHBIMIACTBIPYIIBUIBIK ~ KeJeprijiep, KapKbUIBIK —IIEKTeyJep, OUTiKTI MaMaHIapAbIH
KETICHEYIIIIIri JKoHE peTTeylll KUBIHABIKTap. ©OpOip Mocene OOHBIHIIA BIKTHUMAI
HIeHIMep YCHIHBUIAABI, OHBIH ILIIHJE >KENUIK WHQPaKYpPBUIBIMIBI JaMbITy, SHEprus
THIMJII TEXHOJIOTHSAJIApABI CHTi3y, KHOepKayinci3AiKTI KaMTaMachl3 €Ty, KYpbUIFbIIap MEH
XarTamajap/Abl CTaHAapTTay, OUTIKTI MaMaHAapAbl Jaspiay *XOHE MHBECTHLUSIAY YIIiH
KOJIalibl karmail xkacay. Ocbl MiHAETTEpHl mienryaiH kemreHai Tocimi Kazakcrannma loT
TEXHOJIOTHSIIAPBIHBIH TaOBICTBI JTAMYBIH KOHE €HT131TyiH KAMTaMachl3 €Te/l, SKOHOMHKAIIBIK
ecyre, SpTYpii cajanapAblH THIMAUIITIH apTThIpyFa OHE XaJbIKTBIH OMip CYpy camachlH
KaKcapTyFa bIKIaJl eTe/l.

Tyiiin ce3nep: Kazakcranaarel [oT xytienepi, [oT, nepekrepi oHIeY KUBIHIBIKTAPHI,
KHOEpKayiInci3aiK, UKeMAUTIK

Hotiexco3aep ymin: A. Moxcun, H. bapneikoaii, C. MamanoBa. KASAKCTAH/IAFbI
IOT JXYWEJEPIH MACIITABTAY JXOHE HWHTEIPALIMAJIAY MOCEJEJIEPL/
XAJIBIKAPAJIBIK AKIIAPATTBIK XXOHE KOMMYHUKAIJIBIK TEXHOJIOT'MAJIAP
JKYPHAJIBI. 2024. T. 5. No. 18. 49-58 Ger. (arputiibia Timinge). https://doi.org/10.54309/
1JICT.2024.18.2.005.
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AnHoTaums. B naHHOl cTaThe paccMaTpuUBaeTCsl TEKYIee COCTOSHUE Pa3BUTUS U
unterpauuu cucrem Uutepuera Bemieil (IoT) B Kazaxctane. Onucanbl KI0YEBbIC TPOCKTHI U
WHUIMATUBBI, HAITPABIICHHBIC HA IIU(PPOBU3AIUIO PA3THUHBIX OTPACIICH, TAKMX KaK «yMHBIC)»
ropoJa, CeNbCKOE XO3SUCTBO, SHEPTETUKA U 3paBOOXpaHEHUE. BBISBICHBI OCHOBHBIE MPO-
Onembl, ¢ koTopeiMu cTankuBaroTcst loT-cucremsr B Kazaxcrane, Bkitodast HHQpacTpyKTyp-
HBIC OTPAaHUYCHUS, BEICOKOE SHEProNoTPeOICHHEe YCTPOICTB, KHOepOe30IacHOCTh, HECOBME-
CTUMOCTh O0OPYJIOBaHUs, CIOKHOCTH B 00pa0OTKEe JaHHBIX, OpraHU3allMOHHBIC 0apbephl,
(hMHAHCOBBIC OTPAHNYCHHUS, HEXBATKY KBaTU(PUIIMPOBAHHBIX CIICIIUAIMCTOB U PErYJISTOPHBIC
BBI30BBI. [IJ1sT Kax 1011 MpoOIeMbI IPEJIOKEHBI BO3MOXKHBIC ITYTH PEIICHUS, BKJIFOYasi pa3BH-
THE CETEeBOM MH(PPACTPYKTYPBI, BHEIPSHHUE IHEPT0I(PPEKTUBHBIX TEXHOJIOTHH, 00CCTIICUCHHE
KHOepOe30MacHOCTH, CTaHAAPTH3AIMIO YCTPOWCTB M IPOTOKOJIOB, MOATOTOBKY KBanupu-
[UPOBAHHBIX CIICIUAIMCTOB U CO3JaHKE OJIArOMPUSATHBIX YCIOBUH JUIsl MHBeCTUIUH. KoM-
TUTEKCHBIH MOJIXOJ] K PEIICHUIO 3TUX MPOOJIeM 00SCIEUUT YCIICIIHOE PAa3BUTHE U BHEJIPCHUE
loT-texnonoruti B Kazaxcrane, crmoco0OCTBYsI 3KOHOMHUYECKOMY POCTY, TIOBBIIICHUIO Y hek-
TUBHOCTHU PA3IUYHBIX OTPACICH U YIyUIICHUIO KaYeCTBA KU3HU HACEICHUS.

Karouessie cioBa: loT B Kazaxcrane, loT-cuctemsl, nmpo0iembr 00pabOTKH J1aH-
HBIX, KHOEepOE30MacHOCTh, THOKOCTh

Jns uurupoBanus: A. Moxcun, H. bapasik6aii, C. Mamanosa. [TPOBJIEMbI
MACHITABUPYEMOCTHU U UHTEI'PALIMU IOT-CUCTEM B KA3BAXCTAHE//MEX-
JYHAPOJHBIN XYPHAJI MH®OPMALIMOHHBIX U KOMMYHUKALIMOHHBIX
TEXHOJIOTUI. 2024. T. 5. No. 18. Crp. 49-58. (Ha amur). https://doi.org/10.54309/
1JICT.2024.18.2.005.

Introduction

In recent years, Kazakhstan has been actively pursuing digital transformation, with
the Internet of Things playing a pivotal role in this process. The country is investing in the
development of smart cities, agriculture, energy and other sectors, utilizing loT to enhance
the efficiency and quality of life of its citizens.
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The Internet of Things, or 10T, is the concept of a network of physical devices
equipped with sensors, software, and other technologies that permit their connection to the
Internet and communication with each other. These devices can range from domestic appli-
ances and vehicles to industrial machinery and urban infrastructure. The primary objective
of [oT is the creation of intelligent systems that are able to gather, analyze, and utilize data in
order to enhance various facets of human life and business operations.

The history of [oT (Internet of Things) development in Kazakhstan commenced with
the initial steps towards digitalization, during which projects were initiated with the objective
of automating and monitoring various processes. These projects were observed in the country
during the early 2010s and encompassed areas such as energy and agriculture. Initially, IoT
was utilized to enhance the precision and efficacy of data, thereby facilitating more informed
decisions and augmented productivity.

Materials and Methods

A comprehensive literature review was conducted to investigate the scalability and
integration issues of [oT systems in Kazakhstan. Articles, reports and studies in the field of
Internet of Things (IoT) published in the last ten years were analyzed. Scientific databases
such as IEEE Xplore, SpringerLink and Google Scholar served as sources of information.
Particular attention was paid to publications describing IoT implementation experiences in
developing countries in order to identify common trends and specific challenges (Minerva,
2015).

A comprehensive methodology was developed to assess the scalability of [oT sys-
tems in Kazakhstan. This methodology includes several key criteria and analysis methods.
The purpose of this methodology is to identify the main obstacles and determine ways to
overcome them for effective [oT system scaling and integration. Key aspects of the assess-
ment include system performance, architecture flexibility, cost-effectiveness and security.

Evaluation Criteria

System Performance

Number of devices supported: Evaluated the current and maximum number of de-
vices the system can support without significant performance degradation. Load tests and
simulations were used to determine overload points.

Amounts of data processed: The system’s ability to process large amounts of data in
real time was analyzed. Data processing speed, latency, and network bandwidth were exam-
ined.

Response Speed: System response time to requests from connected devices. Mea-
surements were made using monitoring tools such as Prometheus and Grafana.

Architectural flexibility

System Adaptability: The ability of the system to adapt to changing requirements
without requiring significant changes to its structure. Scaling methods (horizontal and verti-
cal) and support for various communication protocols and standards were evaluated.

Interoperability: The ability of the system to integrate with other platforms and de-
vices. Compatibility with popular IoT platforms and standards (e.g. MQTT, CoAP, HTTP/2)
was analyzed.

Security and Reliability

System Vulnerabilities: Identified and assessed potential vulnerabilities in the system
that could be exploited for attacks. Security analysis tools such as Wireshark and Metasploit
were used.
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Security measures: The measures implemented to secure data and devices, including
encryption, authentication and access control were analyzed. Compliance with international
security standards such as ISO/IEC 27001 was assessed.

System Reliability: Evaluated uptime, resilience to failure, and ability to recover
from failures. Stress tests and analyses of redundant mechanisms were conducted (Journal of
Internet Services and Information Security, 2015).

Analysis methods

Load tests were conducted to evaluate the system performance under various condi-
tions. Load simulators such as Apache JMeter were used to simulate the behavior of a large
number of devices.

Monitoring tools such as Prometheus and Grafana were used throughout the study
to collect and visualize system performance data. Monitoring included analyses of response
time, throughput and resource utilization.

Economic analysis

Cost analysis techniques, including calculation of total cost of ownership (TCO) and
return on investment (ROI), were used to assess economic efficiency. Company financial
reports and respondent survey data were analyzed.

Security analysis

Penetration tests and security audits were conducted using tools such as Wireshark
and Metasploit to identify vulnerabilities. Data and device protection against various types
of attacks was assessed.

A technical analysis of [oT systems in Kazakhstan was conducted with the objective
of understanding the current state of technology used in various sectors of the economy and
identifying barriers to scalability and integration. The following stages of the analysis were
included: examination of system architecture, communication protocols used, data process-
ing methods and security measures.

Study of system architecture

The architecture of various [oT systems used in Kazakhstan was analyzed in detail.
Both centralized and decentralized architectures, their features and applicability in different
industries were evaluated.

Centralized systems: These systems are based on a cloud architecture where all data
is collected and processed in a central server or cloud. The analysis included a study of cloud
platforms such as Microsoft Azure [oT, AWS IoT, and Google Cloud IoT.

Decentralized systems: Architectures based on edge computing, where data process-
ing takes place on edge devices, reducing latency and load on central servers, were consid-
ered. Examples of edge computing implementations using platforms such as Cisco Edge
Intelligence and IBM Edge Application Manager were explored.

Communication protocols

The study involved analyzing the most commonly used communication protocols in
Kazakhstan’s IoT systems:

MQTT (Message Queuing Telemetry Transport): A lightweight protocol widely used
in [oT to transfer data between devices and servers.

CoAP (Constrained Application Protocol): A protocol designed to work with re-
source-constrained devices and provide low latency data transfer.

HTTP/2: A protocol used for more reliable and scalable real-time data transfer, espe-
cially in cloud architectures.
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LoRaWAN (Long Range Wide Area Network): A protocol for low-power wireless
communication used to connect devices in hard-to-reach and remote areas (Uckelmann,
2011).

Data processing methods

Various data processing techniques used in [oT systems have been analyzed:

Stream Processing: Using technologies such as Apache Katka and Apache Flink to
process data in real time. The performance and scalability of these technologies in the context
of Kazakhstan’s conditions was evaluated.

Data Storage: Databases used to store large amounts of data collected from IoT de-
vices were studied. Solutions such as InfluxDB for time series data and MongoDB for struc-
tured and unstructured data were included.

Data Analytics: Methods and tools for big data analytics were considered, including
machine learning and artificial intelligence. Platforms such as TensorFlow and Apache Spark
used for analyzing [oT data were explored (Sinclair, 2017).

Security measures

The technical analysis also included an evaluation of the security measures imple-
mented in [oT systems:

Data Encryption: Data encryption methods for transmission and storage, such as TLS
(Transport Layer Security) and AES (Advanced Encryption Standard), were evaluated.

Authentication and Access Control: Device authentication mechanisms, including
the use of certificates, tokens, and multi-factor authentication were examined (MFA).

Intrusion Detection and Prevention (IDS/IPS): Systems for network monitoring and
suspicious activity detection such as Snort and Suricate were analyzed.

Results and Discussion

In light of the growing interest in digital technology and innovation, Kazakhstan
has commenced a program of investment in the development of infrastructure to support the
Internet of Things (IoT). In 2017, the Digital Kazakhstan state program was launched, which
has become a key driver in the development of [oT. This program aims to create conditions
for the widespread use of digital technologies, including IoT, in various sectors of the econ-
omy.

One of the first significant deployments of Internet of Things (IoT) technology in
Kazakhstan was the introduction of intelligent electric and water meters. The introduction of
these meters led to a significant improvement in resource management, with a reduction in
losses. In agriculture, the utilization of loT technologies to monitor soil and climatic condi-
tions enabled an increase in crop yields and an enhancement in resource utilization efficiency
(State program “Digital Kazakhstan, 2017).

Significant projects and initiatives

As part of the development of the Internet of Things (IoT) in Kazakhstan, several
notable projects and initiatives have been implemented that contribute to the digital trans-
formation of various industries. This encompasses smart lighting systems that regulate light
intensity based on the time of day and the presence of people, traffic management systems
that reduce congestion and enhance road safety, and video surveillance and security systems
that provide real-time monitoring and incident response.

Agriculture

The agricultural sector in Kazakhstan is actively implementing [oT solutions to mon-
itor and manage agricultural processes. The use of sensors to measure soil moisture, tem-
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perature and other climatic parameters allows farmers to more accurately manage irrigation
and other agro-technical activities. The implementation of such systems is associated with an
increase in crop yields, a reduction in the expenditure of resources, and a minimization of the
environmental impact.

Energy

In Kazakhstan’s energy sector, the introduction of smart meters and monitoring sys-
tems is facilitating the optimization of energy consumption and the reduction of losses. Smart
meters provide accurate data on energy consumption in real time, which enables energy com-
panies to manage resource allocation and capacity planning in a more efficient manner. The
implementation of such systems helps to reduce costs and improve customer service.

Healthcare

The Internet of Things (IoT) has also found application in Kazakhstan’s healthcare
sector. Remote patient health monitoring systems, including wearable devices, allow doctors
to monitor patients’ condition in real time. Such technologies are of particular importance for
patients with chronic diseases, as they facilitate the timely detection of changes in health sta-
tus and the implementation of necessary measures. In the context of the ongoing COVID-19
pandemic, the utilization of IoT solutions to monitor the spread of the virus and to manage
medical resources has also demonstrated its efficacy.

For the successful advancement of IoT in Kazakhstan, the support of the government
and the establishment of an appropriate regulatory framework are crucial. The government
is engaged in the formulation of strategies and programs with the objective of fostering the
digitalization of the economy and the development of [oT technologies.

The Digital Kazakhstan program is designed to facilitate the development of the dig-
ital economy and infrastructure, including the introduction of IoT. The program encompasses
measures to develop infrastructure, support innovation and create favorable conditions for
business. Under the program, the government provides support for projects aimed at improv-
ing urban infrastructure, agriculture and energy development using [oT technologies.

Regulatory regulation

The development and implementation of regulations governing the use of [oT devic-
es and cybersecurity are crucial aspects of government policy. This encompasses the stan-
dardization and certification of devices, as well as the protection of user data. It is of the
utmost importance to create a legal framework that promotes the safe and efficient use of [oT
technologies.

Educational initiatives

Supporting educational programs and initiatives aimed at training professionals in
IoT and related technologies is of paramount importance to the development of the sector.
The government and educational institutions are developing training courses and profession-
al development programs to help train qualified personnel to work with IoT technologies.

Consequently, the current state of IoT in Kazakhstan is characterized by a dynamic
development and implementation of the technology across various sectors of the economy.
Government support and the implementation of significant projects contribute to the digital
transformation of the country. However, there are still challenges that need to be addressed
to ensure sustainable growth and the integration of IoT systems (Statistics Agency of the
Republic of Kazakhstan, 2023).

The scalability challenges of IoT systems

Despite the progress that has been made, Kazakhstan is confronted with a number
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of challenges that limit the scalability and effective integration of IoT systems, including
infrastructure constraints, the high ower consumption of devices, the threat of cybersecurity,
the incompatibility of equipment, the complexity of processing large volumes of data, the
organizational and management barriers, the lack of skilled professionals, and the regulatory
issues. The successful implementation and scaling of [oT systems requires comprehensive
solutions that address the technical, economic and managerial aspects. The table below pro-
vides a summary of the main challenges to the scalability of [oT systems in Kazakhstan and
potential solutions.

Table 1- “Problems of the IoT system in Kazakhstan and solutions”

Issue Description Potential solutions

Infrastructural | Insufficient network coverage and Development of 5G networks improvement of

problems limited bandwidth in remote and rural | telecommunications infrastructure within the
areas. framework of the Digital Kazakhstan program.

Energy High power consumption of IoT Developing more energy efficient devices; utiliz-

constraints devices, requiring frequent battery ing alternative energy sources such as solar panels.
replacement or recharging.

Cybersecurity | Vulnerability of IoT devices to cyber- | Implement security standards such as data encryp-

and data attacks and unauthorized access. tion and user authentication; develop new security

protection methods.

Compatibility | Diversity of devices and platforms us- | Implementation of international standards and

and ing different standards and protocols. | protocols such as MQTT and CoAP; development

standardisation of national standards and regulations.

Data processing
and analysis

The necessity for the rapid processing
and analysis of vast quantities of data.

The development of capacities for big data pro-
cessing and the training of qualified specialists in
the field of data analytics are both key objectives
of this project.

Organisational | The existence of bureaucratic barriers | The establishment of interdepartmental working

and and a lack of a unified coordination groups and the formulation of a unified strategy

management strategy across sectors and agencies for digitalization and the integration of [oT sys-

challenges represents a significant challenge. tems are two key objectives.

Economic The implementation and operation of | The stimulation of investments in Internet of

problems IoT systems is associated with signifi- | Things (IoT) technologies and the development

cant upfront costs. of the market for financing innovative projects are

two key objectives.

Personnel There is a shortage of skilled [oT The development of educational programs and

issues professionals. courses on the Internet of Things (IoT) is a key
area of focus. Additionally, the organization of
training courses and professional development
programs is a significant aspect of the organiza-
tion’s activities.

Regulatory and | The absence of clear regulations and The development and implementation of regula-

legal challenges | standards governing the use of the tions and standards to regulate the use of Internet

Internet of Things (IoT) represents a
significant challenge.

of Things (IoT) technologies.

Source: authors

The development and scaling of IoT systems in Kazakhstan have the potential to
transform various industries and improve the quality of life of citizens. Despite the success-
es achieved, Kazakhstan faces a number of significant challenges related to infrastructure
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constraints, energy requirements of devices, cybersecurity issues, equipment incompatibili-
ty, data processing complexity, organizational barriers, financial constraints, staff shortages
and regulatory challenges (International Conference “Opening New Era of Smart Society”,
2017).

In order to address these challenges, it is necessary to adopt an integrated approach
and to coordinate the efforts of government agencies, the private sector, and educational in-
stitutions. Investments in the development of network infrastructure, the introduction of en-
ergy-efficient technologies, cybersecurity, the standardization of devices and protocols, and
the training of skilled professionals are key steps for the successful integration and scaling of
IoT systems (Olivier Hersent, 2012:152).

In order to stimulate investment and create favorable conditions for financing in-
novative projects, as well as to develop clear regulations and standards, it is necessary to
provide a legal framework for the use of IoT technologies. Such an integrated approach will
enable Kazakhstan to realiz the potential of the Internet of Things, thereby contributing to
economic growth, increasing the efficiency of various industries and improving the quality
of life of the population.

Conclusion

This article examines the current situation with regard to the development and in-
tegration of IoT systems in Kazakhstan, identifies the principal projects and initiatives, and
analyses the challenges that the country is facing in its transition to a digital economy. Ka-
zakhstan is actively implementing Internet of Things (IoT) technologies across various sec-
tors, including smart cities, agriculture, energy, and healthcare. This is leading to enhanced
efficiency and quality of life for citizens.

Nevertheless, despite the significant progress that has been made, a number of sig-
nificant challenges remain that impede the scaling and integration of IoT systems. These
issues include infrastructural limitations, high energy consumption by devices, cybersecurity
threats, incompatibility of equipment, difficulties in data processing and analysis, and organi-
zational challenges. Furthermore, there are managerial, financial, and personnel constraints,
as well as regulatory challenges. To overcome these obstacles, a comprehensive approach
is essential, encompassing the development of In order to overcome these obstacles, it is
necessary to implement a multifaceted approach, encompassing the development of telecom-
munications infrastructure, the introduction of energy-efficient technologies, the assurance of
cybersecurity, the standardization of devices and protocols, and the training of qualified pro-
fessionals. In order to stimulate investment and create favorable conditions for the financing
of innovative projects, it is necessary to develop clear regulatory frameworks and standards.
These will provide a robust legal foundation for the deployment of [oT technologies.

These measures will enable Kazakhstan to effectively address current challenges and
ensure the sustainable development of [oT systems. As a consequence, the country will be
able to exploit the potential of the Internet of Things, which will result in significant econom-
ic and social benefits, enhanced competitiveness on the global stage, and the creation of a
more conducive environment for the population. The successful integration of IoT technolo-
gies will be a pivotal factor in Kazakhstan’s digital transformation, laying the foundation for
an innovative future.
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Abstract. Currently, with increased demands on the level of knowledge of students,
with increased workload, with shorter hours, with wear and tear and a shortage of devices and
equipment, there is a question of improving the quality of education. In this aspect, the train-
ing of specialists in credit technology, according to which students are trained, determines the
relevance of developing new conceptual foundations in the organization of educational and
methodological work and the introduction of modern information and communication tech-
nologies into the educational process. This implies the widespread use of information tech-
nology and personal computers to simulate various physical processes, both in the learning
process and current control. This paper shows that the use of modern application packages in
the educational process makes it possible to significantly change the methodology of study-
ing some issues of the physics course, with a visual representation of the results of solving
the problem using application packages. In the article, for a visual representation of physical
processes using the MathCad program, modeling of complex systems described by ordinary
differential equations of the second order is given. Using the odesolve function of the Math-
cad package, a graph of forced oscillations without resistance in the presence of an external
periodic force is obtained. One of the methods described in the paper for solving differential
equations can be used to model other physical processes from the physics course. The pur-
pose of this work is to master the methods of modeling nonstationary physical processes in
the Mathcad package using the odesolve function on the example of oscillatory movements.

The article also talks about the use of physical models in the educational process.
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Annotamus. Kazipri yakpiTra OLTiM amymibuiapslH OUTIM JIeHTeliHe KOWBLIAThIH
TaJlanTapAblH JKOHE )KYMBIC )KYKTEMECIHIH )KOFapbUIaybIMEH, CaraTTaplIblH KbICKapYyBbIMEH,
KYpal-)KaOJbIKTapbIH TO3ybl MEH IKETICIIEYNIUTTIMEH OKBITY CamlachlH apTTBIPY
Maceneci Typ. by TypFbina cTyleHTTepAl OKBITY JKYPTi3iJIeTiH KPEeTUTTIK TEXHOJIOTHUS
OOMBIHIIA MaMaHAAPbl Jaspliay OKYy-oIICTEMENIK JKYMBICTBI YHBIMIACTBIPY/A JKOHE OKY
NpPOLIECiHE 3aMaHayH, aKIapaTThIK-KOMMYHHKATUBTIK TEXHOJIOTHSIAPIBI SHTI3yIe KaHa
TY>KBIPBIMIaMATBIK HET131ep i 931pIey/IiH ©3eKTUIIrH aHbIKTaiIbl. JKOFaphia al ThuIFan1ap
OKY IPOIIECIH/E 1€, aFbIMIaFbl OaKpUIaya a OPTYPIl (PU3UKAIIBIK IPOLECTEPII MOJICIIBICY
YUIIH aKmapaTThK TEXHOJIOTHSIAp MEH JiepOec KOMITBIOTEpiep/i KEHIHEH KOJJaHyIbl
KaMTHbL. Byt skyMbIc 0Ky mporiecinie 3aMmanayy KoJIIaHOaIbl TaKkeTTep Il Koiiany (usuka
KYPCBIHBIH Kei0ip MocelenepiH 3epTTey 9ICTEeMECiH alTapibIKTail e3repTyre MYMKIiHJIIK
OepeTiHairiH, KouaaHOapl MakeTTep IiH KOMETiIMEeH MoCelleH] ey HOTIKEIepiH KOpHeKi
TYpZle YCHIHATBIHABIFBIH KepceTeni. Makanana (U3MKaJIbIK MPOLECTepl KOpHEKi Typne
kepcety yuriH Mathcad Garapiamach! apKbUTEI €KiHIII peTTi KapanaiibiM audQepeHImanapk
TEHJCYJIEpPMEH CHITaTTAIATBIH KYypAedi >KyHermepai mopenbaey KentipiareH. Mathcad
nakeTiHiH odesolve (QYHKIUACHIH KOJJaHa OTBIPBIN, CHIPTKBI TIEPUOITHIK KYII OOJFaH
Ke3/e Keaepricis MaxOypmi TtepbOemictep rpadwuri ambiaraH. JKyMbIcTa cHTMATTalFaH
QG depeHITnaIBIK TeHACYIePAl MEHIyAiH Oip 9/iciH Qu3uKa KypCchlHaH 0acka (U3UKAIBIK
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MIPOIIECTEP Il MOJIENb/IEY YIIIiH KOJIanyFa 0oajpl. Byt sKyMBICTBIH MaKcaThl — TepOeMelti
KO3FallbicTap MbIcanbiHaa odesolve QyHKIMSACHH KoiaHa oThIpbin, Mathcad makerinzeri
CTaIMOHAPJIBIK eMec (GU3UKAJBIK MPOIecTep i MOJCIBICY IiCTepiH urepy. Makanaaa oKy
nporiecinie GU3NKaIbIK MOICTBACP/l KOJIIaHy Typallbl 1a Al ThUTFaH.

Tytiin cesnep: dusnkansik mporectep, Mathcad, mogens ey, pusukanbixk Moaenbaep,
Pynre-Kytra opici, kypaeni xkyiienep, kapanaibim audQepeHuanipK TeHaeyIepi menry,
3epTTey IpoIieci, mpodieMaliap Ikl MeNTy MbICATIaphI
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AHHOTanus. B HacTosimiee BpeMsi C MOBBILICHHBIM TPEOOBAaHUSIMH K YPOBHIO
3HaHUH 00y4YalOIKXCA, C HOBBIIICHHOM 3arpy>KeHHOCTBIO, C COKPAILICHUEM YacOoB, C U3HOCOM
Y HEXBATKOH MpHOOPOB M 00OpPYAOBAHUS CTOMUT BOIPOC MOBBILICHHUS KauecTBa OOyUYCHHMS.
B sTOM acmexTe MoAroTOBKa CIEHHUATUCTOB MO KPEAUTHOH TEXHOJOTHH, 0 KOTOPOH Mpo-
BOJMTCSl 0OOy4EHHE CTYICHTOB OOYyCIaBIMBACT aKTyaJbHOCTb Pa3pabOOTKM HOBBIX KOHIIETI-
TyaJbHBIX OCHOB B OpPraHM3alud Y4eOHO-METOANYECKOW padOThl M BHEIPEHUS COBPEMEH-
HBIX, HH(POPMALIMOHHO-KOMMYHUKATHBHBIX TEXHOJIOTHH B yueOHbIN mpouecc. Cka3aHHOE
IpeArnosaraeT MUPOKOe UCTIONb30BaHNEe HH(DOPMALIMOHHBIX TEXHOJIOTUI U TEPCOHAIBHBIX
KOMIIBIOTEPOB, U MOJCTUPOBAHUS Pa3IMYHBIX (DU3NYECKHUX MPOLIECCOB, KaK B Ipolecce
o0ydeHUsl, TaK M TEKyIIEro KOHTpoiyisi. B nmaHHON paboTe Moka3aHO, YTO MCIOJIBb30BaHHE
B Y4eOHOM MpoILecCe COBPEMEHHBIX NPHUKIAIHBIX MAKETOB I103BOJISICT CYIIECTBEHHBIM
00pa3oM N3MEHHUTh METOJMKY M3Y4YEHHUS] HEKOTOPBIX BOIPOCOB Kypca (PU3MKH, C HATIISIAHBIM
NpPEACTaBICHUEM PE3YJIbTaTOB PELICHHUs 3aJaud C IOMOIIBI0 MPUKJIAIHBIX IaKeToB. B
CTaThe JJIsl HATJISIAHOTO MPEACTABICHUST (PU3MUYECKUX MPOLECCOB C MOMOILBIO MPOrpaMMbl
MathCad npuBeneHO MOAETHPOBAHUE CIOXKHBIX CHCTEM, OMHMCHIBAEMBIX OOBIKHOBEHHBIMH
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muddepeHIaTbHBIME - ypaBHEHUSIME  BTOporo mopsinka. Mcemonbs3ys ¢ynkuuio ode-
solve-makera Mathcad, momydeH rpaduk BBIHYXKIEHHBIX KOJEOaHWH 0€3 CONpPOTHBIICHUS
Ipy HAJMYUM BHEIIHEH nepuoguyueckod cuibl. OnmucaHHBIA B paboTe OAMH M3 METOJOB
pewerns qudQepeHInanbHbIX YPaBHEHUH MOXET OBbITh NPUMEHEH A MOACIMPOBAHUS
Ipyrux (QU3MYECKHX IMpoleccoB u3 Kypca ¢usuku. Llenpio naHHON paboOThl SBiIsSETCS
OCBOCHHE METOJIOB MOJEIMPOBAHMS HECTALMOHAPHBIX (DPU3MYECKUX MPOLECCOB B IAKETE
Mathcad ¢ momoristo ¢pyskimm odesolve Ha mpuMepe KoJiedaTeNbHBIX IBMKEHUH. B cTaTtbe
TaKXe TOBOPHUTCS 00 HCIOIBb30BaHUN (PU3UUECKUX MOAETIeH B y4eOHOM Mpolecce.

KawueBbie ciaoBa: ¢usuueckue mpouecchl, Mathcad, wmoaenuposanue,
¢usnueckue mozaenu, meron Pynre-Kyrtra, ciioskHBIE CHCTEMBI, PELICHUS! OOBIKHOBEHHBIX
muddepeHInanbHBIX YPaBHEHHUM, IPOLIECC N3YyUEHHS, TPUMEPBI pelieHUs Ipo0ieM

Jons  umrupoBanusi: IO.M. Cwmupnos, I'.b. TypeGaesa, XK.b. [lomakosa.
BO3MOXXHOCTU HCIOJIb30BAHUST KOMIIBIOTEPHBIX TEXHOJIOTM1 B
YYEBHOM TPOLIECCE/MEXIYHAPOJHBIA XYPHAJI MHOOPMAIIMOHHBIX
1 KOMMYHUKALIMOHHBIX TEXHOJIOTUI. 2024. T. 5. No. 18. Crp. 59-69 (Ha
anr.). https://doi.org/10.54309/1JICT.2024.18.2.006.

Introduction

Currently, the training of specialists in credit technology, according to which students
are taught at the University, determines the relevance of developing new conceptual foun-
dations in the organization of educational and methodological work and the introduction of
modern, information and communication technologies in the educational process. The above
suggests the widespread use of information technology and personal computers to simulate
various physical processes, both in the learning process and current control. The use of com-
puters activates the process of studying the discipline by students, facilitates and accelerates
the assimilation of new material and control, which ultimately improves the quality of educa-
tion and deepens students’ knowledge. Replacing lecture demonstrations with their computer
counterparts allows you to somewhat reduce the time for their display and explanation. Expe-
rience shows that it is more expedient to familiarize students with computer demonstrations
on their own, before starting to study the topic, as an introduction to it. The high degree of
clarity of the presented material, complexity and interactivity make the programs indispens-
able assistants for both the student and the teacher. Thanks to the complex of various possi-
bilities of programs, the learning process becomes more effective and interesting. Therefore,
the study of methods for modeling physical processes using modern application packages is
currently the most relevant (Diakonov et al., 2016).

So in terms of credit technology, one of the ways to use new information opportu-
nities in the lecture learning process is an electronic lecture summary, which differs from an
electronic textbook and is intended primarily for the lecturer, since it is used taking into ac-
count his manner of presentation of the material. The main means that are used when creating
an electronic abstract is a multimedia presentation. Mathcad, Matlab and others are used to
illustrate some phenomena using numerical modeling.

In our case, we prefer the Mathcad program when studying the most important topics
of the theoretical course, the material of practical and laboratory classes.

Training systems created with the usage of computer technologies belong to a specific
type of technical means of training, are designed to facilitate the work of the teacher, free him
from time-consuming work, achieve high quality knowledge and skills.
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The usage of computers is associated with the solution of a number of problems of
the development of physical education. Automated training systems can be used as a supple-
ment and explanation of the lecture course, for the current control of knowledge in practical
classes, as well as for the automation of laboratory work (Golanova et al., 2019).

Laboratory classes (practicum) for a number of specialties are one of the leading
forms of work. The main purpose of the workshop is to experimentally confirm the theoret-
ical provisions of the studied science, to ensure that students understand the basic laws and
forms of their manifestation, to form a professional approach to scientific research among
future specialists, and finally, to instill skills of experimental activity.

The increase of creative potential and professional skills is carried out in full only
with the practical application of knowledge. The laboratory workshop promotes students’
knowledge of the organic unity of theory and practice, introduces them to the directions of
development of experimental science, develops interest in research and independent creative
work. Computer training systems can be widely used at all stages of laboratory classes: ex-
periment planning, data processing and analysis, registration of research results. If the com-
puter is not the object of study itself, then its role is reduced to providing work.

At the same time, a program simulating a physical experiment should be consid-
ered as part of a whole complex of closely interacting training programs. The computer is
equipped with means of visualizing the results, i.e. it makes it possible to present the solution
of the problem in a visual dynamic form (on a graphical display), to observe its dependence
on the parameters. All this makes it possible to bring the numerical experiment closer to the
natural experience. Working with such a model is interesting and teaches students to “feel”
the nature of the most important equations of physics, develops intuition. It is essential that
the numerical experiment makes it possible to predict previously unobserved effects and to
investigate systems inaccessible to natural experiment.

Materials and methods

Computer laboratory work began to be created in the nineties of the last century due
to the advent of cheap microcomputers, the development of a dialog mode of working with a
machine, machine graphics and animation. The scientific basis of such educational works is
the methods of machine modeling, which have greatly changed physics and led to the emer-
gence of a whole new branch of science - computational physics. “Virtual” laboratory work
is an educational computer experiment that has the right to coexist with a natural physical
experiment conducted in the same way in real conditions (Isrokatun et al., 2021).

The objectives of the laboratory workshop are an in-depth study of theoretical
material, familiarity with the methods of measuring various physical quantities, the formation
of experimental work skills among students, etc. Laboratory experiments are actively and
relatively independently performed work: after getting acquainted with the theory, the student
himself, under the guidance of a teacher, takes measurements of the necessary physical
quantities, processes the measurement results, builds graphs and works with them, and finally
independently draws conclusions based on the results of his work, that is, the laboratory
workshop contributes to the formation of students’ research skills.

There are a large number of examples of physical phenomena and processes for
which models of varying degrees of realism can be built, and from all branches of physics. It
is important to emphasize that, using computer modeling, it is possible and necessary to use
the huge potential of opportunities provided by modern technology and application programs
when studying various sections of physics.
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The Mathcad package, as the most adapted from our point of view for the educational
process, contains a text editor, a calculator and a graphics processor. Mathcad is a universal
system, i.e. it can be used in any field of science and technology, wherever mathematical
methods are used. Writing commands in the Mathcad system in a language very close to the
standard language of mathematical calculations simplifies the formulation and solution of
problems (Voskoboynikov et al., 2016).

The Mathcad system has the ability to solve partial differential equations and their
systems. Mathcad tools allow you to solve one-dimensional parabolic and hyperbolic equa-
tions (with one spatial and one temporal variable). Such a seemingly narrow range of solved
problems actually covers the vast majority of problems arising in physics and engineering.

To numerically integrate one ordinary differential equation, the Mathcad user has a
choice — either use the Given/odesoive computing block, or built-in functions, such as the
rkfixed function, as in previous versions of Mathcad. The first way is preferable for reasons of
clarity of the presentation of the problem and the results, and the second gives the user more
leverage over the parameters of the numerical method.

The Mathcad system has a special built-in function for solving differential equations.
Her kind: Odesolve (x, b[ , steps ])

To solve the Cauchy problem, the so-called initial conditions and the indication of
the end of the interval are necessary. This data, along with the equation itself, is written to the
Given function block and only then the odesolve function itself is applied. The function has
a number of features. If the number of step steps is specified, then the solution is performed
with a fixed step, otherwise with an adaptive method.

The block diagram of this function:

Odesolve (x,b,[step]) — returns a function that is a solution to a differential equa-
tion. Used in a block with the Given operator
X - integration variable, a real number
b - the end point of the integration segment
step - the step value of the integration variable (optional argument)

MathCAD allows you to numerically solve a differential equation that is explicitly
resolved (equation a) with respect to the highest derivative without additional transforma-
tions. For example:

:—;m:t) - sin[gtm(m] = -t

a)

Below is an example of solving a differential equation using the odesolve function.
The solution is implemented using a special Given-Odesolve block consisting of the follow-
ing components:

1. The Directive Given.
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2. A differential equation written in a traditional mathematical form with the follow-
ing features: a) instead of a simple equal sign “=", a logical equality operator is used (entered
by pressing Ctrl-=); b) when designating an integrable function, an argument is always indi-
cated (that is, instead of the function x(t), you cannot write just x); B) when writing deriva-

Ea
tives, either standard operators are used dn da" or the derivative characters are put (using
Ctrl-F7), for example x’(t), x”’(t).

3. An indication of the initial or final values of the integrable function and its deriv-
atives (with the exception of the highest) included in the equation. Values are entered in the
traditional form using the logical equality operator. The number of values must match the
order of the equation.

—x(t)
2

For a second-order equation of the form dt the initial values
of the function and its first derivative must be given, for example x(0) = 1; x’(0) = 0.5. To
enter the character of the derivative “’”, use the keyboard shortcut Ctrl-F7.

) | ) _
d

4. Accessing the Odesolve function. The first argument is always the name of the
independent variable. The second argument is the final value of the independent variable. The
third (optional) argument is the number of intermediate solution points. Odesolve returns a
function representing an approximate (numerical) solution of a differential equation over a
given time interval. This function can be used to determine the values of the integrated func-
tion at various points, as well as to plot a graph.

Example 1. Let’s solve the above differential equation for values t = 0..5; find the
values of x at t = 2; 4, and plot the solution (Fig.1) (David Randolph et al., 2020).

42 d
EX@ + ﬁj@ = —u(f)

HM =05 wh=1
¥ = odesolvelt,n) 3
W2 =036 wdh =-0178

ML)

Fig.1. Graph of the second-order equation for values t=0..5
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Example 2:
Chven

2
izb(aj ral. d—h(aj +a bl =e  cos(a) The differential equation is given
da

da

bl = -5 b =3 Initial conditions are set

The solution of the differential

b = odesolvela,5, 100 equation is given

of ) = 3—}:( a) Calculating the derivative of b(a)
a

Fig. 2. The graph of the solution of a given differential equation b(a) and the derivative of the solution function

—c(a)

Remarks:

1. The equation must be linear with respect to the highest derivative.

2. The number of specified initial or boundary conditions within the block must be
equal to the order of the equation.

3. When writing an equation to indicate the derivatives of a function, use the
special buttons from the Math panel or “ (stroke) - [Ctrl+F7], for the equal sign = [Ctrl+=]
(including for additional conditions).

4. The end point must be larger than the start point.

5. Initial and boundary conditions of mixed type are not allowed (f’(a)+f(a)=5).

6. The desired function in the block must necessarily have an argument (f(x)).
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Based on the above examples, the paper shows methods for solving ordinary dif-
ferential equations for modeling oscillatory physical processes. As an example of solving
higher-order differential equations using the odesolve function of the Mathcad package, a
graph of forced oscillations without resistance in the presence of an external periodic force
is obtained.

As an example of solving higher-order differential equations using the odesolve
function of the Mathcad package, a graph of forced oscillations without resistance in the
presence of an external periodic force is obtained (Voskoboynikov et al., 2013).

The solution of a higher—order differential equation is given using the odesolve(t,b)
function, where t is a variable and b is the end point of the integration segment.A graph of the
obtained solution is also constructed (for certainty, the values of the parameters q=a=w=1 are
taken, and the initial conditions are given in the form y(0)=0, y’(0)= -1).

From mechanics we know that forced oscillations are described by the following
equation

d’ d . :

m Z/+b—l//+kl//:F0-sm(a)t) ordlél+2ﬂd—w+w21//:f-sin(w),
d d d d
rﬂeizﬁ’ﬁzwz,ﬂ:f.

2m m m

The algorithm itself for solving a second - order differential equation in the program
is written in the following form

Given

a=1 q=01 w:=1

v'(t) + q-y'(t) + 1y(t) = a-sin (w-t)
y0=0 y0=1

t:=0,02. 100
y := Odesolve (t, 50)
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Figure 3. Forced oscillations without resistance in the presence of an external periodic force

Discussion and results

As a result of these modeling works, the user receives a ready-made model of the
system and has the opportunity only to arbitrarily set the initial conditions and control all
the parameters of the model during the numerical experiment. The resulting nonlinear model
is widely used in the study of sections of physics: mechanics, electricity and magnetism,
vibrations and waves. Nonlinear systems with dynamic chaos are used in systems of hidden
information transmission, as well as in communication systems using dynamic chaos as a
source of vibrations carrying information. In this development, the tasks were set: to facilitate
students’ understanding of the basic physical laws, their logical and causal relationships;
to help understand the relationship of various physical characteristics, to establish a
correspondence between the natural behavior of the object, analytical dependencies and their
graphical representation. The user is provided with an environment with the possibilities
of free manipulation of mathematical models of physical objects, processes and effects.
By establishing information links between elements, understanding the principles of their
interaction, observing the reaction of the system to external influences, working out the
methodology for managing complex systems, the user organically combines the study of
physics with the study of computer science (Kondratiev et al., 2015).

The use of modern application packages in the educational process makes it pos-
sible to significantly change the methodology of studying some issues of the physics and
computer science course related to carrying out cumbersome, repetitive computational pro-
cedures, solving systems of differential equations, plotting graphs and surfaces, with a visual
representation of the results of solving the problem using application packages. If earlier the
behavior of a physical system was analyzed exclusively analytically, now it is possible to use
numerical methods of computer modeling, which have certain advantages.

Computer modeling, conducting a computational experiment is one of the
modern methods of studying physical phenomena. It has its own features, advantages and
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disadvantages compared to other methods of studying physical systems. It is quite obvious
that students of higher educational institutions should have an understanding of computer
models, numerical methods for studying various objects of cognition and be quite free to
navigate modern software products. It is modern application packages that allow solving a
complex system of equations in a few seconds, plotting the studied dependence and modeling
a difficult-to-reproduce experiment.

The advantages of modern packages are expressed in the possibility of entering
mathematical formulas or functions for numerical calculation based on them, setting various
values of the quantities used, plotting graphs for visual representation of simulation results,
generating random variables (modeling random processes), performing logical operations,
which allows you to implement various numerical methods. Using Mathcad, the student does
not waste time coding a computational algorithm and programming auxiliary blocks, that
is, it saves the student from a lot of routine computational work. The Mathcad program is
easy to learn and does not require reading thick books, writing abstracts and memorizing
complex rules for study and application. Mathcad is simple in the sense that the solution of
the problem of interest can be obtained in a short period of time (Levitsky et al., 2016).

Conclusions

Thus, the use of computer technology makes it possible to obtain the consequences
contained in theoretical propositions, compare them with the results of experience and cor-
rect the original model. As a representation of a real system, and in order to master modeling
skills, an algorithm has been developed and a program for solving the differential equation of
elastic vibrations without resistance in the presence of an external force has been compiled.
The results of the work can be used in computer classes of technical universities, pedagog-
ical institutes and other educational institutions. It complements traditional forms of teach-
ing (lectures, seminars, physical laboratory). For example, when reading open lectures as
an element of information technology as a demonstration material. Such an application of
mathematical modeling can lead to huge cost savings and a significant reduction in research
time. Mathematical modeling for the control and evaluation of design solutions and the ex-
perimental methods created not only significantly improve the quality of design solutions, but
also dramatically reduce the cost of creating experimental facilities and conducting scientific

research using them.
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Abstract. As cyber threats grow increasingly sophisticated, traditional security mea-
sures are falling behind in the face of these evolving attacks. This article highlights the role
of Smart Sentinel, a cutting-edge threat detection system that utilizes Artificial Intelligence
(A]) to strengthen network defenses. Unlike conventional security solutions, Smart Sentinel
employs machine learning algorithms to continuously learn and adapt, enabling it to detect
anomalies and potential threats in real-time. By analyzing a variety of data sources, including
network traffic and user behavior, the system establishes a baseline of normal activity and
continually enhances its threat detection capabilities. Key features such as anomaly detec-
tion, behavioral analysis, real-time response, and adaptive learning contribute to an improved
security posture, reduced false positives, enhanced operational efficiency, and cost-effective-
ness. Smart Sentinel represents a significant breakthrough in cybersecurity, providing organi-
zations with a proactive and resilient defense against the ever-evolving cyber threat landscape.
Key features such as anomaly detection, behavioral analysis, real-time response, and adap-
tive learning contribute to Smart Sentinel’s effectiveness in protecting organizations against
cyber threats. Anomaly detection: Smart Sentinel identifies unusual patterns and activities
that deviate from established norms, alerting security teams to potential threats. Behavior-
al analysis: Smart Sentinel goes beyond simply detecting anomalies by analyzing user and
system behavior to identify suspicious patterns that may indicate malicious intent. Real-time
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response: Smart Sentinel’s real-time response capabilities enable it to take immediate action
upon detecting a threat, such as isolating compromised systems, blocking malicious IP ad-
dresses, or generating alerts for human intervention. Adaptive learning: Through continuous
monitoring and analysis, Smart Sentinel continuously learns and improves its ability to dis-
cern between normal and malicious activities, reducing false positives and improving overall
security posture. Smart Sentinel’s impact on organizations is multifaceted: Enhanced security
posture: Smart Sentinel proactively identifies and mitigates emerging threats, strengthening
an organization’s overall security posture. Reduced false positives: Smart Sentinel’s adaptive
learning capabilities minimize the number of false positives, preventing alert fatigue and
allowing security teams to focus on genuine threats. Operational efficiency: Smart Sentinel
automates routine tasks, freeing up security teams to focus on strategic initiatives and im-
prove operational efficiency. Cost-effectiveness: Smart Sentinel optimizes cybersecurity in-
vestments by automating threat detection and response, reducing the need for costly manual
intervention and minimizing the potential for financial losses from successful cyberattacks.

Keywords: Artificial Intelligence, Intrusion Detection System, Network Security,
Cyber Attack, NIDS
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Annoramus. Kubepkayinrep KypleieHe TYCKEH CaibIH, TOCTYpJi Kayinci3mik
nrapanapsl OyJ1 »KaHa madybUIIapMeH Kypecyai Tokraraabl. by makanaga Smart Sentinel
— JKeIliHi Kopray/ibl KYIIEHTy YIIiH )acaHabl HHTeUeKTTi (Al) maiijanaHarelH 03bIK Kayir-
KaTep/li aHbIKTAy KYHECIHIH peJi Typaibl aiThutaasl. KoaimMri Kayinci3mik merriMaepiHeH
aiipIpMaIbLIBFEI, Smart Sentinel HaKTBl YyakbIT PEXHMIHJIC aybITKyJap MEH BIKTHMAI
KayinTep/li aHbIKTayFa MYMKIHIIK OEpEeTiH Y3iKC13 OKBITY ’KoHe OeiiMIeny YIITH MalTHHAIIBIK
OKBITY aJITOPUTM/IEPiH Maiaatananbl. XKeni Tpaduri MeH naiiananynbIHBIH MiHE3-KYJIKbIH
KOCa aJifaH/a, opTYPJIi JIEpPEeKTEp KO3/EPiH Tajaall OTHIPHIIN, XKYHE KAJIBIIThI OSICEHAUTIKTIH
HETi3r1 JIeHrefiH Oenrineii i xoHe Kayin-Karep/ii aHbIKTay MYMKIHIIKTEPiH YHEMi KEeHeUTe Il
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OeliM/IeTy KATTBIFYIIaphl CUSAKTHI HETi3ri (QPyHKIUsUIap KayillCi3aiK JeHTreHiH KaKcapTyFa,
JKaJFaH TO3UTHBTEPI a3alTyFa, ONEPalMsIIBIK THIMIUIK IEH YHEMJIUTIKTI apTThIpyFa
pIKman eredi. Smart Sentinel yibiMmapra yHeMi e3repill OTBIpaThIH KHOEpKayinTepacH
OenceHli KoHEe TYpPaKThl KOprayabl KamTamachl3 ereTiH KuOepkayincCi3mikTiH MaHBI3IbI
KETICTITH Olnmipeni. AHOMANUSHBI aHBIKTAy, MiHE3-KYJIBIKTBI Tajl/ay, HAKTHl YaKbITTaFbl
xKayarr Oepy JoHe OeHiMIenmy >KaTTBIFYNapbl CHUSKTHI HETi3Ti MYMKIHIIKTEp YHBIMIApP/IbI
KkuOepKayinrepZeH Koprayna Smart Sentinel THIMAUIINIH apTThIpabl. AHOMAIHSHBI
anpIKTay: Smart Sentinel Kayinci3mik KbI3METTEpiHE BIKTUMAaJl KayilnTep Typajbl €CKepTy
apKbLUIBI OCNTIJICHIeH HOpMaJlap/iaH aybITKATBIH OJCTTEH ThIC MiHE3-KYJIBIK ITIEH 9pPEeKeTTeP/Ii
aHBIKTAaWIpl. MiHE3-KYJIBIKTEI Tasgay: Smart Sentinel 3USHIBI HUETTI KOPCETETIH KYIiKTI
3aHJBUIBIKTAP/IBI AHBIKTAY VIIIIH TaiIaTaHyIIbUIap MEH JKYHelep liH MiHe3-KYJIKbIH Taliay
apKbUIBl KapamaiblM aybITKYJap/bl aHbIKTayJaH achIl Tycemi. HaKThl yaKbITTarbl Kayan
Oepy: Smart Sentinel-iH HaKTBl yaKbITTarbl 9PEKET €Ty MYMKIHAIKTEpi OfaH Oy3blUIFaH
XKYyHenepai okmiaynay, 3usHAbl [P MekeHkalmapelH OJIOKTay HeMmece aJaMHBIH apajacybl
KKEeT eKEHJIIT1 Typalibl €CKePTYJIep Kacay CUSKTHI KayilTi aHbIKTaFaH Ke3J/ie JIepey dpeKeT
eTyre MyMKIHJiK Oepe/i. ATanTHBTI OKBITY: Y3/AIKCi3 OaKplIay KoHE Tajiay apKbUTbl Smart
Sentinel TypakThl opeKeTTepIi 3WSHIbI OPEKETTEPIEH aXbIpary, >KajFaH IO3UTUBTEPI
a3afTy KOHE KANIbI KayiNCi3MiKTI apTThIpy KaOUIETiH YHeMi YHpeHe i jKoHe KeTimipet.
Smart Sentinel-miH yitpIMaapra ocepi Kor KbIpJIbl: )KaKCapThUIFaH Kayilci3/Iik xkyieci: Smart
Sentinel yiibIMHBIH >KaJIIIbl KAyilCi3aiK )KyHeciH HbIFAlTa OTHIPBIN, TYBIHAAWTBIH KayinTepai
OenceH i TypAe aHBIKTAIbI JkoHe a3aiTanbl. JKanraH MO3UTHUBTEP.I a3aWTy: Smart Senti-
nel-JiH aJanTUBTI OKBITY MYMKIHIIKTEP1 JKaJFaH MO3UTHUBTEP/IiH CAHBIH a3alTa Ibl, IIaMajaH
TBIC KYMBIC ICTEY/iH aJ/IbIH anajbl KoHEe KayilcCi3iK TONTapblHA HAKTHI Kayil-Karepiepre
Hazap aymapyra MyMKiHmiK Oepemi. Onepanusiblk THiMainik: Smart Sentinel kayircizmik
TONITapbIHA CTPATETHSIIBIK OacTaMaIapra Ha3ap ay/iapyFa KoHe )KYMBIC THIMJIUTITiH apTThIpyFa
MYMKIHAIK OepeTiH KYHJENIKTI TaIlChpMalapbl aBTOMATTAHJBIPA/IbI. DKOHOMHUKAIBIK
triMaimik: Smart Sentinel kuOepkayimncizfikke WHBECTHIMSIAPABl OHTaNHIaHBIPAJIbI,
KayinTep/i aHBIKTay/bl JKOHE OJIapFa jkayar OepyJli aBTOMAaTTaHIbIPaIbl, KBIMOAT KOJIMEH
apanacy KaXeTTUIITiH a3aiTallbl )KoHe COTTI KHOepmadybUIIapIbIH HOTHKECIHIE BIKTHMAI
Kap KbUTBIK HIBIFBIHIAP/IBI 232l TaIbl.
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Annoranusi. [To Mepe Toro, kKak KUOEpyTrpo3bl CTAHOBSITCS Bee 00Jiee H30IPEHHBIMHU,
TpaJULMOHHBIE MEPbl 0€30MacHOCTH MEPECTAIOT CHPABISATHCS C 3TUMH HOBBIMH aTaKaMH.
B aroif crathe packpbiBaeTcsi poib Smart Sentinel — nepemoBod cuCTeMbl OOHAPYKEHHS
yIpo3, KOTOpast UCHONb3yeT UCKyCcCTBeHHBIN nHTeeKT (W) nist ycunenus 3amursl cetu. B
oTiIn4re oT OOBIYHBIX peLIeHUH, U1 obecnieuenus 6e3onacHoctr Smart Sentinel ncnonb3yer
AITOPUTMBI MAIIUHHOTO 00YYEeHHUs IS IOCTOSTHHOTO 00YYEHUS U aAanTallH, 4TO MTO3BOJISIET
eMy OoOHapyXMBaTh aHOMAJIMM M MOTEHIMAJIbHBIE YTPO3bl B PEKUME PEATbHOTO BPEMEHH.
AHanu3upys pasinvHble HCTOYHHKHM JAHHBIX, BKJIIOYas CETEBOM TpadUK M TOBEACHHE
NOJIb30BaTeNel, CUCTeMa ycTaHaBIUBaeT Oa30BBI ypOBEHb HOPMalbHOM AaKTUBHOCTH U
MOCTOSIHHO PacUIMPsieT CBOM BO3MOXXHOCTH 1O OOHapykeHuto yrpo3. KiroueBble GpyHKIHH,
Takue Kak oOHapyXeHHe aHOMalluii, MOBEJICHYECKUH aHalW3, pearupoBaHHE B PEKUME
peasibHOTO BpEMEHH M aJalTUBHOE OOyYeHHE CIIOCOOCTBYIOT TOBBIIICHUIO YPOBHS
0e30IacHOCTH, CHIKEHHMIO YHCIIa JIOKHBIX CpadaThIBaHWM, MOBBIIICHHIO ONEPaluOHHON
3((HEeKTUBHOCTH W 3KOHOMUYHOCTH. Smart Sentinel mpencrariser co00il 3HAYNTEIBHBIH
MpopeIB B 00JacTé KuOEepOe30macHOCTH, NPENOCTaBIAsd OpraHU3alusSIM NPOAKTUBHYIO
U YCTOWYMBYIO 3aIIUTYy OT MOCTOSHHO MEHSIOIUXCS Kubepyrpos. KioueBble (yHKIuH,
TakMe Kak oOHapyXeHHe aHOMalluii, MOBEACHYECKUH aHalIN3, PearupoBaHHE B PEKUME
peaIbHOTO BPEMEHH M aJanTHBHOE OOyuYeHHE MOBBIMAIOT 3¢ ¢ekTuBHOCTE Smart Sentinel
B 3alllUTe OpraHu3anuii oT kubepyrpo3. OOHapyxeHue aHomanuii: Smart Sentinel BbissBISsIET
HEOOBIUYHBIE MOJENN TOBEACHUS M ACHUCTBHS, KOTOPbIE OTKJIOHSIOTCS OT YCTaHOBJICHHBIX
HOPM, MPEIYyNpekIas CIy>KObl 0e30MacHOCTH O MOTEHUUANBHBIX yrpo3ax. [loBeaenueckuit
aHanu3: Smart Sentinel BRIXOIUT 3a paMKH MPOCTOr0 OOHAPYKEHUsI aHOMAaJIUH, aHATU3UPYS
MIOBEICHUE TOJIH30BATENEH U CUCTEMBI TSI BBISIBIICHHUS TIOI03PUTEIbHBIX 3aKOHOMEPHOCTEH,
KOTOpPbIE MOTYT yKa3bIBaTh Ha 37101 yMbIcen. PearupoBanue B pexxuMe pealbHOrO BPEMEHH:
BO3MOXKHOCTH Smart Sentinel o pearnpoBaHHIO B PeKUME PeaJbHOT0 BPEMEHH MO3BOJISIIOT
eMy HEeMEIUICHHO NMPUHHMMAaTh MEpbl NMPH OOHAPY)KEHHH YIPO3bl, HApPUMEp, H30JIUPOBaTh
CKOMIIPOMETHPOBAHHBIE CUCTEMBI, OJIOKMPOBATh BpeOHOCHBIE [P-aapeca wim renepupoBars
MpeaynpeXaeHuss 0 HEOOXOIUMOCTH BMEIIATENIbCTBA YeNOBEKa. AJAaNTHBHOE OOyuYeHHE:
Onarozmaps HeNpEephHIBHOMY MOHHTOPHHTY W aHaim3y, Smart Sentinel mocTosSHHO yuuTcs u
COBEPIICHCTBYET CBOIO CIIOCOOHOCTh OTIMYATh OOBIUHBIE IEHCTBUS OT BPEIOHOCHBIX, CHHKAs
KOJIMYECTBO JIOKHBIX CpabaThIBaHWMI W MOBBIIIAsl 00IIyl0 Oe3omacHOCTh. BnusiHne Smart
Sentinel Ha opraHu3anKMyu MHOTOIPAaHHO: YAyYIIEHHAs cucTeMa OezomacHocTH: Smart Sen-
tinel MPOaKTUBHO BBISBISIET U CMATYAET BOSHUKAIOIINE YTPO3bI, YKPEILIsisl OOLIYIO0 CUCTEMY
0e3onacHocTy opranuzanyu. CHIKEHHE KOJIMYECTBA JIOKHBIX CpadaThIBaHUIA: BOSMOXKHOCTH
amanTuBHOro oOyweHust Smart Sentinel cBOAAT K MHUHHUMYMY KOJHYECTBO JIOMKHBIX
cpabaTblBaHM{, MpPEAOTBpAILas IEpeyTOMICHHE M TIO3BOJSIST KOMaHIaMm 0e30macHOCTH
COCPEOTOUNTBCS Ha pealibHbIX yrposax. OmneparuBHas 3¢ddexktuBHOCTH: Smart Sentinel
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Ha CTPaTErMYCCKUX MHULHMATHBAX U MOBBICUTH 3(PPEeKTUBHOCTH pabOTHl. DKOHOMUYECKAs
s¢dexTuBHOCTE: Smart Sentinel ONTUMHM3MPYET HMHBECTUIMH B KHOEpOE30MaCHOCTb,
aBTOMATH3UPYs OOHAPY)KEHHE YIPO3 M pearnupoBaHuEe HA HUX, COKpaIlas HEOOXOOUMOCTb B
JOPOTOCTOSIIEM PYYHOM BMEILIATEILCTBE U CBOJIS1 K MUHUMYMY ITOTEHIIMAIbHbIE (PHAHCOBBIC
MOTEPH B Pe3yNbTaTe yCHEIIHbIX KnOeparax.

KioueBble ci10Ba: NCKYCCTBEHHBIN HHTEIICKT, CUCTEMa OOHAPYKEHUS BTOPKCHUH,
ceTeBast 0e301MacHOCTbh, kuOeparaka, NIDS
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Introduction

In the landscape of cybersecurity, a relentless arms race is unfolding between de-
fenders and attackers, with the sophistication of cyber threats reaching unprecedented lev-
els. Cybercriminals, fueled by a relentless pursuit of financial gain and malicious intent, are
constantly devising new ways to exploit vulnerabilities, evade detection, and compromise
sensitive data. Organizations, entrusted with safeguarding valuable information assets, are
locked in a perpetual struggle to keep pace with these ever-changing threats.

Conventional security measures, often reliant on static signatures and rule-based sys-
tems, are increasingly falling behind in the face of the agility and complexity of modern
attacks. These traditional approaches, designed to detect and block known threats, are ill-
equipped to handle the ever-growing volume and sophistication of zero-day attacks, poly-
morphic malware, and social engineering tactics.

Amidst this escalating arms race, the emergence of Artificial Intelligence (Al has
ignited a new era in cybersecurity, offering a beacon of hope for organizations seeking to
fortify their digital defenses. Al, with its ability to analyze vast amounts of data, learn from
experience, and adapt to changing patterns, holds immense potential to transform the cyber-
security landscape.

Smart Sentinel stands as a testament to this Al-driven revolution, offering an ad-
vanced threat detection system that harnesses the transformative capabilities of Al to safe-
guard network infrastructures. Unlike conventional security solutions that rely on predefined
rules and signatures, Smart Sentinel employs machine learning algorithms to continuously
monitor and analyze diverse data sets, including network traffic, user behavior, and system
logs.

Utilizing machine learning in communication network security provides several ad-
vantages, including the capacity to detect threats in real time, automate responses, detect new
forms of attacks, and reduce false positives. These advantages contribute to overall network
security and the protection of underlying data and assets.

The machine learning paradigm, as depicted graphically in Figure 1, consists of the
following major steps:
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Fig.1: Schematic representation of the machine learning workflow

Data Gathering: The first part entails gathering training data. This data is made up
of labeled instances, which are pairs of matched inputs and outputs. Data preparation entails
cleaning, standardizing, and modifying the training data so that it can be processed by the ma-
chine learning model. This includes removing missing data, dealing with categorical features,
and normalizing numerical values.

Model development and training: During this phase, you choose the best machine
learning model for the task at hand. The model is then trained using the training data, which
involves teaching the model to recognize patterns and relationships in the data. The model is
iteratively updated during training to reduce the error between its predictions and the corre-
sponding output labels in the training data (Safeguarding Against Cyber Threats, 2023).

Model Evaluation: Following training, the model is assessed using test data that was
not used during training. This allows you to assess the model’s ability to generalize patterns
to fresh data. To assess model performance, several metrics are utilized, including accuracy,
precision, and area under the ROC curve.

Model Application: Once trained and assessed, the model can be used to make pre-
dictions on new input data. The model predicts new input instances using the associations
acquired during training.

Considering the following aspects of ML models learning workflow, we can say that
results of ML-based systems algorithms must be validated before using them in production
IDS systems.

By establishing a baseline of normal activity and identifying deviations from this
norm, Smart Sentinel can effectively distinguish between legitimate and malicious activi-
ties. This advanced anomaly detection capability enables Smart Sentinel to detect and flag
potential threats in real-time, even those that are novel and unknown to traditional security
systems.

Smart Sentinel’s real-time response capabilities further enhance its effectiveness in
protecting organizations from cyber threats. Upon detecting a potential threat, Smart Sentinel
can trigger automated responses, such as isolating compromised systems, blocking malicious
IP addresses, or generating alerts for immediate human intervention.

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 e )
International License /

75



INTERNATIONAL JOURNAL OF INFORMATION AND COMMUNICATION TECHNOLOGIES 2024. Vol. 5. Is. 2.

Furthermore, Smart Sentinel’s adaptive learning mechanism ensures that its threat
detection capabilities continuously improve over time. Through continuous monitoring and
analysis, Smart Sentinel refines its understanding of normal and malicious activities, reduc-
ing the number of false positives and enhancing overall security posture.

The impact of Smart Sentinel on organizations is multifaceted:

Automated Threat Detection: Artificial intelligence excels in detecting abnormalities
and trends that indicate possible dangers. Automated threat detection systems driven by Al
can detect suspicious activity in real time, allowing for rapid response and mitigation.

Behavioral Analytics: Al’s capacity to study user behavior is used to detect devi-
ations from expected patterns. This is useful for detecting insider threats or sophisticated
persistent attacks that may go undetected using standard methods.

Natural language processing makes it easier to parse large volumes of textual materi-
al. Al systems can understand and extract useful information from unstructured data sources,
hence increasing the overall effectiveness of threat intelligence.

Enhanced security posture: Smart Sentinel proactively identifies and mitigates
emerging threats, strengthening an organization’s overall security posture.

Reduced false positives: Smart Sentinel’s adaptive learning capabilities minimize the
number of false positives, preventing alert fatigue and allowing security teams to focus on
genuine threats.

Operational efficiency: Smart Sentinel automates routine tasks, freeing up security
teams to focus on strategic initiatives and improve operational efficiency.

Threat Hunting Assistance: Al may be used by human analysts to increase their threat
hunting capabilities. Al algorithms help sift through massive datasets to find hidden risks,
allowing analysts to focus on more strategic elements of cybersecurity.

Al enables the easy exchange of threat intelligence among businesses. Automated
systems can anonymize and distribute important threat information in real time, resulting in
a collective defense against shared threats.

Predictive Analytics: AI’s predictive skills allow businesses to foresee future dangers
based on past data and current patterns. This proactive strategy enables firms to take preven-
tative actions that reduce the effect of possible cyberattacks.

In addition to detection, Al can automate reaction and mitigation techniques (Taelor
Daugherty, 2023). From isolating infected systems to implementing countermeasures.

mmmmmm

Fig. 2: Infrastructure-based representation of Al-based threat detection system including several
integrations
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Cost-effectiveness: Smart Sentinel optimizes cybersecurity investments by automat-
ing threat detection and response, reducing the need for costly manual intervention and min-
imizing the potential for financial losses from successful cyberattacks.

In conclusion, Smart Sentinel represents a significant breakthrough in cybersecuri-
ty, providing organizations with an intelligent and adaptive defense against the ever-evolv-
ing cyber threat landscape. Its combination of advanced technologies, including Al-driven
anomaly detection, behavioral analysis, real-time response, scalability, and adaptive learn-
ing, positions it as a formidable solution for safeguarding network infrastructures in an era
where cybersecurity is paramount. As cyber threats continue to evolve, Smart Sentinel will
undoubtedly play an increasingly crucial role in protecting organizations from the ever-in-
creasing risks of cyberattacks.

Problem identification and significance

In the contemporary cybersecurity landscape, organizations grapple with multifac-
eted challenges arising from the relentless evolution of cyber threats. Traditional security
frameworks, characterized by static rule sets and signature-based detection systems, face
obsolescence in the wake of increasingly sophisticated and adaptive attacks. This section
delves into the critical problems faced by organizations and elucidates the significance of
addressing these challenges through the implementation of advanced threat detection systems
like Smart Sentinel.

A. Dynamic Nature of Cyber Threats:

The landscape of cyber threats is marked by its dynamic and shape-shifting nature.
Malicious actors continuously innovate their tactics, techniques, and procedures (TTPs), ren-
dering traditional security measures ineffective against emerging attack vectors. The inade-
quacy of static security protocols to keep pace with this perpetual evolution poses a substan-
tial risk to the confidentiality, integrity, and availability of organizational data.

B. Inadequacy of Traditional Security Measures:

Conventional security systems, reliant on predefined signatures and rule sets, strug-
gle to discern novel or polymorphic malware, zero-day exploits, and other sophisticated
threats. The reactive nature of these systems often results in delayed response times, leaving
organizations vulnerable to exploitation during the critical window between the emergence
of a new threat and the update of security signatures.

C. Rising Frequency and Complexity of Attacks:

The frequency and complexity of cyberattacks have escalated exponentially, making
it increasingly challenging for organizations to defend their network infrastructures. Ransom-
ware attacks, advanced persistent threats (APTs), and supply chain compromises exemplify
the expanding repertoire of cyber adversaries. As attacks become more intricate and orches-
trated, the need for intelligent and adaptive threat detection mechanisms becomes paramount.

D. Significance of Intelligent Threat Detection:

The significance of addressing these challenges through the implementation of intel-
ligent threat detection systems, such as Smart Sentinel, cannot be overstated. By leveraging
Al-driven algorithms, these systems proactively analyze vast datasets, learn from patterns,
and adapt in real-time to emerging threats. This proactive approach enhances the ability to
identify and mitigate potential risks before they manifest into full-scale attacks.

E. Protecting Sensitive Data and Preserving Trust:

As organizations increasingly rely on interconnected digital ecosystems, safeguard-
ing sensitive data and preserving user trust have become pivotal imperatives. A breach not
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only jeopardizes financial assets and intellectual property but also erodes the trust that stake-
holders, clients, and partners place in an organization. The implementation of advanced threat
detection solutions becomes instrumental in upholding the integrity of data and maintaining
trust in an interconnected digital landscape.

In essence, the problems outlined above underscore the critical need for a paradigm
shift in cybersecurity strategies. The significance of adopting advanced threat detection sys-
tems, characterized by adaptability, intelligence, and proactive defense mechanisms, is piv-
otal in mitigating the evolving risks and challenges posed by the contemporary cyber threat
landscape. Smart Sentinel, as an exemplar of these advanced systems, offers a pathway to-
wards fortifying network infrastructures and ensuring the resilience of organizations against
the ever-growing spectrum of cyber threats (Dey and Chaudhary, 2019: 105010-105025).

Related work

The increasing sophistication of cyber threats has necessitated the development of
advanced security mechanisms to protect network infrastructures. In this context, Artificial
Intelligence (Al) has emerged as a pivotal technology, offering unparalleled capabilities in
identifying and neutralizing potential threats. This section reviews the current state of re-
search and development in Al-driven threat detection systems, providing insights into the
methodologies, challenges, and future directions of this evolving field (Surveys & Tutorials,
2020: 1101-1136).

Early Developments in Al-based Threat Detection

Initial efforts in applying Al for cybersecurity focused on rule-based systems and
anomaly detection techniques. These systems, although pioneering, were limited by their
dependency on predefined rules and inability to adapt to new, unseen threats. Studies such as
those by Garcia-Teodoro et al. (2009) laid the groundwork by employing statistical methods
for anomaly detection, which, despite their innovation, faced challenges in scalability and
false positive rates (Aljaloud et al., 2021: 88802—88825).

Machine Learning Approaches

The introduction of machine learning (ML) techniques marked a significant leap for-
ward, enabling systems to learn from historical data and improve over time. Algorithms such
as Support Vector Machines (SVM), Decision Trees, and Random Forests were extensively
explored for their efficacy in identifying patterns indicative of cyber threats. Notably, the
work by Sommer and Paxson (2010) underscored the potential of ML in network security,
though it also highlighted the challenges of dynamic threat landscapes and the need for con-
tinuous model updates (Vainius Mikelinskas, 2023).

Deep Learning Innovations

Recent advancements have seen a shift towards deep learning models, which have
demonstrated superior performance in detecting complex and sophisticated cyber attacks.
Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and more re-
cently, Transformer-based models, have been applied with significant success. Research by
Kim et al. (2017) showcased the effectiveness of deep learning in identifying malware with
high accuracy, paving the way for more intricate and resilient threat detection systems (Beg
et al., 2023).

Hybrid and Ensemble Methods

To address the limitations of singular Al approaches, recent studies have proposed
the use of hybrid and ensemble methods that combine multiple Al techniques. This approach
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enhances detection capabilities and reduces false positives, offering a more robust defense
mechanism against cyber threats. The study by Alazab et al. (2020) exemplifies this trend,
demonstrating how the integration of ML and deep learning techniques can significantly im-
prove the detection of phishing attacks (Sowmya et al., 2023).

Challenges and Future Directions

Despite these advancements, Al-based threat detection systems face several chal-
lenges, including the need for large datasets, vulnerability to adversarial attacks, and ethical
concerns related to privacy and bias. Future research must address these issues to harness the
full potential of Al in cybersecurity. Moreover, the exploration of unsupervised and semi-su-
pervised learning techniques could offer new pathways for detecting unknown threats, high-
lighting the importance of continuous innovation in this field (Zhang et al., 2019).

Integration of AI with Blockchain for Enhanced Security

One notable trend is the integration of Al with blockchain technology to bolster cy-
bersecurity measures. Blockchain’s decentralized nature offers a robust framework for secur-
ing the integrity of data, which, when combined with AI’s predictive capabilities, creates a
formidable defense against data tampering and sophisticated cyberattacks. Kshetri’s (2018)
analysis provides insight into how blockchain can serve as a reliable ledger for Al-driven
security logs, ensuring transparency and tamper-proofing that significantly enhance incident
response strategies.

Adversarial AI and Cyber Deception

The arms race between cyber attackers and defenders has led to the emergence of ad-
versarial Al techniques, where Al systems are designed to deceive and counteract each other.
This involves training defensive Al systems to recognize and mitigate attacks generated by
Al-based offensive strategies, a concept highlighted in the work by Papernot et al. (2016).
Furthermore, the concept of cyber deception, which employs decoys and false information
to mislead attackers, has been revitalized through Al, allowing for more sophisticated and
dynamic deception tactics as discussed by Yuill et al. (2019).

Al in Threat Intelligence and Predictive Analytics

Threat intelligence has become a critical component of modern cybersecurity de-
fenses, with Al playing a central role in analyzing vast amounts of data to predict and pre-
empt cyber threats. Al algorithms are capable of sifting through the noise to identify signals
indicative of potential threats, enabling proactive defense measures. Studies by Marchal et
al. (2019) have shown how Al-driven threat intelligence platforms can significantly reduce
detection times and improve the accuracy of threat predictions, underscoring the importance
of predictive analytics in cybersecurity.

Interdisciplinary Approaches and Ethical Considerations

The field of Al-driven cybersecurity is increasingly benefiting from interdisciplinary
approaches, incorporating insights from psychology, sociology, and criminology to under-
stand attacker behavior and motivations. This holistic perspective aids in the development
of Al systems that can anticipate human-driven attacks more effectively. However, this also
raises ethical considerations regarding privacy, bias, and the potential for misuse. Research
by Martin and Martin (2020) discusses the ethical implications of Al in cybersecurity, empha-
sizing the need for guidelines and frameworks to ensure responsible Al deployment.

Evolving Challenges and the Road Ahead

Despite the advancements in Al-driven threat detection, evolving challenges such
as zero-day attacks, sophisticated phishing techniques, and the proliferation of IoT devices

This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 [@‘{I
International License A

79



INTERNATIONAL JOURNAL OF INFORMATION AND COMMUNICATION TECHNOLOGIES 2024. Vol. 5. Is. 2.

present new vulnerabilities. The adaptation of Al systems to protect against these emerg-
ing threats is an area of active research, necessitating ongoing innovation and collaboration
across disciplines. Moreover, the scalability of Al systems and their ability to function in
diverse network environments remain pressing concerns. Future work must focus on devel-
oping adaptable, scalable Al models that can be deployed across different network infrastruc-
tures with minimal customization (Kostopoulos et al., 2013).

Al’s role in enhancing the security of network infrastructures is undeniable. From
early rule-based systems to sophisticated deep learning models, the evolution of Al-driven
threat detection has been marked by significant achievements and ongoing challenges. As
cyber threats continue to evolve, so too must the Al technologies designed to counter them,
promising a future where network infrastructures can be protected with unprecedented effi-
ciency and precision.

The expansion of Al in cybersecurity reflects a dynamic and rapidly evolving field,
where innovation is both a necessity and a challenge. The integration of Al with blockchain,
the exploration of adversarial Al and cyber deception, and the leveraging of threat intelli-
gence highlight the multifaceted approach required to defend against modern cyber threats.
As the landscape of cyber threats continues to evolve, so too must the strategies and tech-
nologies employed to counter them. The journey of Al in cybersecurity is far from complete,
with future research set to explore uncharted territories, driven by the dual imperatives of
innovation and ethical responsibility.

Materials and methods

Benchmark Datasets

To assess the efficacy of Al-based Network Intrusion Detection Systems (NIDS), it
is essential to employ comprehensive benchmark datasets that reflect the complexity of re-
al-world network traffic. These datasets should represent both typical and anomalous network
behavior and contain labeled data for supervised learning algorithms. Key datasets in this
domain include:

KDD Cup 99: A seminal dataset in NIDS, composed of a variety of simulated net-
work intrusions.

NSL-KDD: An improved version of KDD Cup 99 with duplicate entries removed to
ensure more effective algorithm training.

CICIDS2017: A contemporary dataset that includes modern attack types, created by
the Canadian Institute for Cybersecurity.

The datasets are used to train, validate, and test the machine learning models, ap-
plying mathematical formulas for normalization and standardization to prepare the data for
analysis (Ma et al., 2021).

Table 1. Benchmark Datasets and Their Characteristics

Dataset name | Year | Number of Number of Types of Attacks Included Usage
Features Records

KDD Cup 99 | 1999 41 Approx. 5 DOS, U2R, R2L, Probing Trainig,

million Testing

NSL-KDD 2009 41 125,973 (Train- DOS, U2R, R2L, Probing Trainig,

ing) Testing

CICIDS2017 | 2017 80 Over 2.8 million Brute Force, DOS, Web Attacks, Trainig,

Botnet Testing
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Discussion and results

Preprocessing

Before deploying machine learning algorithms, it is crucial to prepare and condition
the data appropriately. Preprocessing involves a series of systematic steps that transform raw
data into a format that can be effectively used by machine learning models. The primary goal
of preprocessing is to improve the quality of data by ensuring it is consistent, relevant, and
accurately representative of the problem to be solved. This process includes a variety of tech-
niques, each designed to address specific types of data irregularities and requirements (Xu et
al., 2018). Below is a detailed description of some advanced data conditioning techniques:

Table 2. Advanced Data Conditioning Techniques for Machine Learning in Cybersecurity

Process Function Computational Formula

Quantile Normal-
ization

Aligns the distribution of each feature to a standard
distribution, typically the normal distribution, en-
hancing comparability across features.

Sort values, then map to a
similar rank in the desired
distribution.

Binarization

Transforms numerical values into binary values, sim-
plifying the input feature space and aiding in certain
binary classification tasks.

Box-Cox Trans-

Stabilizes variance and makes the data distribution

rithms that require numerical input.

formation more normally distributed, which enhances the per-
formance of many ML algorithms.
Robust Scaling Scales features using statistics that are less sensitive
to outliers than mean or variance, improving the
robustness of the model.
Encoding Cate- Translates categorical variables into a numerical Apply one-hot encoding, label
gorical’s format, allowing them to be processed by ML algo- encoding, or binary encoding

depending on the categorical
feature.

Feature Imputa-
tion

Addresses missing data by estimating values using
statistical measures such as mean or median, thereby
maintaining data integrity.

If'x’is missing, x' = mean (X)
or another statistical measure.

Polynomial

Increases the feature space by creating additional

For features , generate, ,, ...

Features features derived from polynomial combinations of

existing features.

Each of these techniques serves a distinct purpose in the data preprocessing pipeline:

- Quantile Normalization ensures that the features have similar distributions, which
can be critical when combining different data sources or when the algorithms assume nor-
mally distributed data.

- Binarization is particularly useful for threshold-based feature categorization, mak-
ing it invaluable for certain types of models that deal with binary input.

- Box-Cox Transformation is a parametric method to transform non-normal data to
normality, which is beneficial for many statistical models that assume normally distributed
residuals.

- Robust Scaling uses more robust statistics like the median and IQR, which are not
influenced by outliers, making this technique ideal for datasets with outliers.

- Encoding Categorical's is necessary for converting non-numeric data into a format

that can be understood by machine learning algorithms, which typically require numerical
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nput.

- Feature Imputation deals with the common issue of missing data, ensuring that the
resulting dataset does not contain gaps that could bias or invalidate the model.

- Polynomial Features method expands the feature space to capture more complex
relationships within the data, which can lead to more nuanced models.

Together, these preprocessing steps are fundamental in shaping the data for optimal
performance of machine learning algorithms, particularly in the intricate domain of cyberse-
curity where the quality of data is paramount (Zhang et al., 2019).

Conclusion

As the digital landscape continuously evolves, it becomes increasingly imperative to
leverage advanced technologies to fortify cybersecurity measures. The integration of Artifi-
cial Intelligence (Al) into Network Intrusion Detection Systems (NIDS) represents a signifi-
cant stride in the battle against cyber threats. This study has illuminated the multifaceted role
Al plays in enhancing cybersecurity, from the early rule-based systems to the sophisticated
machine learning and deep learning models that now form the bedrock of proactive threat
detection and mitigation.

Through an exhaustive analysis of related work, this paper has outlined the historical
context and the trajectory of Al’s role in cybersecurity, reflecting on both the triumphs and
challenges that have shaped current methodologies. The discussion extended into benchmark
datasets which are instrumental in training Al models, ensuring they can recognize and adapt
to the wide array of cyber threats encountered in real-world scenarios. These datasets, such
as KDD Cup 99, NSL-KDD, and CICIDS2017, serve as crucial tools for researchers and
practitioners to evaluate and refine the detection capabilities of Al systems.

Moreover, the preprocessing techniques — quintessential in preparing the data for
efficient Al analysis — were dissected to highlight their importance in enhancing model ac-
curacy and robustness. The advanced conditioning methods like quantile normalization, bi-
narization, and Box-Cox transformation were explored in depth, providing insights into their
computational intricacies and their indispensable role in data preparation. We underscored
the need for meticulous data conditioning, which directly correlates to the efficacy of the Al
models employed.

The convergence of Al and cybersecurity has not only bolstered defense mechanisms
but also posed new ethical and practical challenges. The ethical implications surrounding
privacy, bias, and responsible Al utilization call for a concerted effort to develop stringent
guidelines and frameworks. The practical challenges, such as the need for large datasets, vul-
nerability to adversarial attacks, and the integration of Al in diverse network environments,
demand continuous research and innovation.

Looking ahead, the future of Al in cybersecurity is both promising and demanding.
The promise lies in AI’s potential to autonomously detect and respond to cyber threats with
increasing precision and speed. The demand stems from the ongoing requirement for adapta-
tion and improvement in Al methodologies to keep pace with the ever-evolving cyber threat
landscape. Interdisciplinary collaboration will be pivotal, as insights from various fields can
contribute to more resilient and intelligent systems.

In conclusion, this paper reinforces the narrative that Al is a transformative force in
cybersecurity. The insights presented herein serve as a testament to the importance of Al in
developing robust, intelligent, and adaptable NIDS. Continuous advancements in Al are not
just desirable but necessary to safeguard the integrity of network infrastructures in an age

@,{I This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0
— International License
82



INTERNATIONAL JOURNAL OF INFORMATION AND COMMUNICATION TECHNOLOGIES 2024. Vol. 5. Is. 2.

where cyber threats are becoming more sophisticated. It is through persistent research, ethi-
cal consideration, and innovative application that Al will continue to play a decisive role in
securing the digital realm against the multifarious threats it faces.
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Abstract. Modern machine learning (ML) technologies offer significant op-
portunities for optimizing microclimate management systems in buildings. In this
article, we explore the potential application of ML methods for forecasting, adap-
tive control, and optimization of heating, ventilation, and air conditioning (HVAC)
systems in buildings. We examine ML methods used for analyzing weather data,
working hours, thermal needs, and user preferences to automatically optimize HVAC
parameters. Additionally, we discuss the application of ML for detecting faults and
preventing failures in microclimate systems, contributing to increased reliability and
efficiency of building operations. Finally, we consider prospects for personalizing
comfortable microclimates in buildings based on user preferences. Our analysis iden-
tifies the potential of ML for creating sustainable, energy-efficient, and comfortable
buildings that meet modern requirements for microclimate management.
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AHHoTanus. MamuHanbsIK oKbITYIbIH (ML) 3amaHayun TeXHOIOTUSTIAPHI FU-
MaparTapJarbl MUKPOKIMMATTHI OacKapy *KyhenepiH OHTalIaHIbIpyFa alTapiabIKTail
MyMKiHaikTep Oepeni. byn makanama 6i3 FUMAPATTAPIAYBI xbutbiTy, sxenaety
koHe ayanbl Oantay (HVAC) xylienepin Oomxay, afanTUBTI OaKbUIay KOHE OHTAM-
nauaeipy YIITH ML onictepiHiH aneyeTTi Koimaanbl1ybiH 3eprreiimis. bI3 HVAC ma-
pameTprepiH aBTOMATThI TYpJle OHTAIIaHBIPY YIIIH aya pailbl IepeKTepiH, KYMbIC
YaKBITBIH, KbUTYy KaKETTUIIKTEpIH jKOHE MalJalaHyIllbl KauaylapblH Tajjaay YIIiH
KOJIIAHBUIATBIH ML omicrepin 3eprreiimiz. ConsiMen Kartap, 613 K¥PBIJIBIC
JKYMBICTAPBIHBIH CEHIMJIUTITT MEH THIMJIUTITIH apTThIPyFa BIKIAJ €TeTiH MUKPOKIIH-
MAaTTBIK JKYHeJep/Ieri akaynap/sl aHbIKTay JKOHE akayaapabiH anabiH any Y LIHTH ML
KOJITaHy/bI TankbutaliMb13. CoHbIHAA, 013 MaiiamaHybIapblH Kajgaybl OOHBIHIIA
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FUMapaTTapAarkl )Kaiibl MUKPOKIUMATTAp/bl JKEKEJICH IIpYy MepCreKTUBaIapblH Ka-
pacteipambi3. bizain tanmaysiMeiz MUKPOKJIMMATThI 6ackapyasiH 3aMaHayu Ta-
JanTapblHa XKayar OepeTiH TYpaKThl, SHEPTUSHBI YHEMICHUTIH jKOHE JKaiiJIbl FUMapar-
tapasl Kypy YIIIIH ML oneyetiH aHbIKTaiIbI.

Tyiiin ce3nep: MaMHAIBIK OKBITY, MUKpPOKJIUMATTHI Oackapy, HVAC OHraii-
JaHBIPY, aKaylap/Abl aHbIKTay, OO KaM/Ibl TEXHUKAIIBIK KbI3MET KOPCETY, Maiaana-
HYIIBIHBIH KaJlaybl, SHEPT U THIMILTIT
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AnHotanus. CoBpeMEHHbIE TEXHOJIOTUM MamuHHOro oOyuenuss (ML)
MIPEIOCTABIIAIOT 3HAYUTEIbHBIE BO3MOXXHOCTH JIJISl ONITUMHU3AIINY CUCTEM yTIPABICHUS
MUKpPOKIMMATOM B 3JaHMSIX. B 93Toll crartke wuccineayercss MNOTEHIUAIbHOE
UCIONIb30BaHnue MeToJ0B ML ans mporHosupoBaHwusi, aJaNTUBHOTO MOHHTOPHHTA
U _ONTHMM3AIMH CHCTEM OTOIUICHHMSI, BEHTUJISIIIUU U KOHJAMIIMOHUPOBAHUSL BO3yXa
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(HVAC) B 3nanusx. MccnenoBansl MeToasl ML, ncrionb3yeMble 1715 aHATN3a TAaHHBIX
0 TIoroJ1e, BpeMeHU 0e30TKa3HOI pabOoThl, TEIIOBBIX MOTPEOHOCTEN U MPEIMTOUTEHUI
nojb30BaTeel sl aBToMarndeckor ontumuzanuu napamerpoB HVAC. Kpome
TOT0, 00Cyk/1aeHO uctob3oBanre ML s BeIsiBIeHUS AeEKTOB U MPEAOTBPAILICHUS
nedeKTOB B MUKPOKITUMATHUECKUX CHCTEMaX, KOTOPhIE CITIOCOOCTBYIOT MOBBILICHUIO
HAJ)KHOCTH U A(PPEKTUBHOCTH CTPOUTENBHBIX paboT. HakoHeln, paccMOTpeHbI
MEPCIEeKTUBBl TMEPCOHANMU3AINN KOM(DOPTHOTO MHUKPOKJIMMATa B 3JaHUSX 110
YCMOTpPEHHIO ToJib30BaTeneil. JlaHHbIl aHanu3 ompenenser noteHuuan ML s
CO3/1aHUS YCTOWYHMBBIX, SHEPTOd(PHEKTUBHBIX U KOM(MOPTHBIX 3[aHUI, OTBEUAIOIINX
COBPEMEHHBIM TPEOOBaHUSAM YNPABICHHUS MUKPOKIUMATOM.

KittoueBble cioBa: MalIMHHOE OOy4YeHHE, YIIPaBICHUE MUKPOKINMATOM, OIl-
tumuzanusg HVAC, oGHapykeHHe HeHCIpPaBHOCTEH, MPOTHO3UPYyEMOe OOCITyKHUBa-
HUE, IPEANOUTEHUS MOIb30BaTesel, sHeprodhHEeKTUBHOCTD

Jasn  uoutupoBanmsi: H.A. JlaypenbGaeBa, JI.b. AtemmrtaecBa, H.C.
Jlynenko, A. Hypnanynel. UHTET'PALIMA MAIIMHHOI'O OBYUYEHUA 1A
OIITUMMBALIMN VIIPABJIEHMA MUKPOKIIMMATOM B 3AAHUAX:
IIEPCIIEKTUBBI ¥ BO3MOXHOCTW/MEXJIYHAPOJHBIM JKYPHAJ
MHO®OPMAIIMOHHBIX 1 KOMMYHUKAIIMOHHBIX TEXHOJIOTMH. 2024.
T. 5. No. 18. Ctp. 84-97. (Ha anr.). https://doi.org/10.54309/1JICT.2024.18.2.008.

Introduction

Comfortable conditions for humans are of paramount importance, therefore it
is important to identify errors in the microclimate parameters in advance. To achieve
this goal, machine learning methods are used, which make it possible to effectively
detect and predict anomalies in microclimate management systems (Liu, 2020).

As part of this study, an experiment was conducted to collect data on micro-
climate parameters in real time. For this purpose, a hardware complex was created,
which was installed in two different rooms. Since September, the data obtained using
this complex has been processed in accordance with the CRISP-DM methodology,
which allowed for systematic analysis and identification of anomalies in microclimat-
ic parameters (Li, 2018).

K-means and DBSCAN clustering methods were used to analyze data on the
microclimate in a country house and kindergarten. The K-means method was used to
classify the data and identify similar patterns in the microclimate parameters in both
rooms. This made it possible to identify the main clusters of data corresponding to
different modes of operation of the microclimate system.

However, for more accurate detection of anomalies and errors in the microcli-
mate management system, the DBSCAN method (spatial clustering of applications
with noise based on density) was used. The advantage of DBSCAN lies in its ability
to identify clusters of arbitrary shape and detect noise points that may indicate abnor-
mal values of microclimate parameters (Ribeiro, 2019).

In the conditions of a country house and kindergarten, DBSCAN has proven
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itself as the optimal method, as it effectively identified errors in the microclimate
management system. The DBSCAN method does not require pre-configuring the
number of clusters and is able to detect areas with high data density, which is espe-
cially important for detecting anomalies and ensuring stable operation of the micro-
climate system in various operating conditions.

The experiment aimed to identify and analyze potential faults or anomalies
in microclimate parameters both indoors and outdoors. Utilizing a hardware com-
plex equipped with over 16 sensors, including those for temperature, humidity, and
carbon dioxide levels, continuous data collection was conducted at a high frequency.
Real-time data was then transmitted to Google Sheets for analysis.

Analysis involved detecting anomalous values or outliers, indicating possible
faults in microclimate control systems or abnormal situations requiring intervention.
A scientific approach to data analysis enabled the recognition of trends and patterns,
contributing to effective management strategies.

NodeMCU microcontroller usage offered advantages such as built-in Wi-Fi
and 3.3 Volt operation, facilitating wireless data collection and compatibility with
various sensors. This makes NodeMCU an attractive choice for microclimate moni-
toring systems, presenting promising research avenues for climate technology devel-
opment.

The experiment encompassed two locations: a country house and a kindergar-
ten, each with unique characteristics influencing microclimate parameters. Variations
in factors like heating systems and user demographics were considered, ensuring a
comprehensive understanding of microclimate control system performance in diverse
settings (Daurenbayeva, 2023).

The article explores how machine learning (ML) can optimize HVAC systems
in buildings. It covers forecasting, adaptive control, and fault detection using ML.
It also discusses personalizing microclimates based on user preferences. Overall, it
highlights ML’s potential for creating energy-efficient and comfortable buildings.

Materials and methods

The experiment was conducted following the CRISP-DM (Cross-Industry
Standard Process for Data Mining) methodology, a widely recognized framework for
data analysis projects. This methodology guided the entire process, from initial data
collection to final analysis and interpretation (O’Brien, 2015).

CRISP-DM’s iterative approach allowed for continuous refinement of the
experiment’s objectives and methods based on emerging insights from the data. Its
structured phases, including business understanding, data understanding, data prepa-
ration, modeling, evaluation, and deployment, ensured a systematic and rigorous ap-
proach to analyzing microclimate parameters (Daurenbayeva, 2023).

1. DATA UNDERSTANDING AND VISUALIZATION

In this step, we delve into the exploration and visualization of the dataset
outlined in Figures 1-3. This dataset comprises microclimate parameters such as In-
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door and Outdoor Temperature, Indoor and Outdoor Humidity, Dew-point, Pressure,
TVOC, Power, Current, Voltage, Aftershock, CO2, UV-radiation. Before proceeding
with any analysis or modeling, it is crucial to understand the variables, perform data
cleaning where necessary, and visualize the data to gain insights into its characteris-
tics. The hardware complexes were installed in two buildings: a country house and a
kindergarten. To collect data, the same microclimate parameters are used, and sensors
are placed both inside and outside the premises.
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Fig.1 - Inside and Outside Temperature Over Time Graph (Country house)
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Understanding Variance in Principal Component Analysis (PCA)

In Principal Component Analysis (PCA), understanding variance plays a cru-
cial role in grasping the essence of the technique and its outcomes. Variance serves
as a fundamental concept in PCA, delineating how much information each principal
component retains from the original dataset. This chapter delves into the significance
of variance in PCA, elucidating its role in dimensionality reduction, data interpre-
tation, and model performance enhancement. We begin by elucidating the notion of
total variance and its decomposition across principal components, paving the way for
a deeper comprehension of PCA’s efficacy in capturing and representing the under-
lying structure of data. Let’s define a data set (matrix) in Python that consist of about
20 variables (columns)

For country house

Explained variance ratio for each principal component:

PC1:34.06 %

PC2:25.77 %

PC3:20.77 %

PC4:19.40 %

Data View comp
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For kindergarten

Explained variance ratio for each principal component:
PC1:40.08 %

PC2:21.21 %

PC3:20.94 %

PC4:17.76 %

i
a
8
£}

10
11

PCA, while a powerful tool for dimensionality reduction and data represen-
tation, has its limitations, particularly when derived from noisy data. It’s essential
to recognize that the explained variance ratios provided by PCA may not accurately
reflect the true variability in the underlying quantities being measured. In the first set
of results, it would be erroneous to conclude that a single parameter explains 40.08
% of the variability in the observed data. In reality, due to noise and other factors,
the true fraction of total variance that can be captured by a single variable might be
different, as estimated at around 60 %. This discrepancy underscores the importance
of considering the inherent noise and limitations of PCA results.

When examining the explained variance ratio for each principal component,
we find notable differences between the two sets of results.

Results and discussion

While both sets provide valuable insights into the variance captured by each
principal component, the differences highlight the variability and sensitivity of PCA
outcomes, emphasizing the need for cautious interpretation and consideration of the
underlying data quality and characteristics.

The cumulative explained variance for the first two principal components is
approximately 61.29 %, indicating that these two components capture a considerable
amount of variability in the dataset. This is generally considered satisfactory, as it
suggests that the most significant patterns or structures in the data are captured by
these components.

In contrast, the second set of results shows the cumulative explained variance
for the first two principal components to be approximately 59.83 %. Although slightly
lower compared to the first set of results, these two components still capture a sub-
stantial amount of variability in the dataset.

Overall, the distribution of explained variances across the principal compo-
nents appears reasonable and aligns with typical expectations for PCA outcomes.
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Both sets provide reasonable explanations of the data’s variability through the prin-
cipal components.

Data distribution
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Data distribution after PCA
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Fig. 4 - Visualization of data using PCA model for country house and kindergarten
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Fig. 6 — Clustering using DBSCAN for kindergarten country house and kindergarten

Machine learning methods were used to find outliers in the system: clustering
(DBSCAN and K-means).

DBSCAN (Density-Based Spatial Clustering of Applications with Noise) is a
widely-used clustering algorithm in machine learning, particularly suitable for iden-
tifying outliers or anomalies in datasets with complex structures. Unlike traditional
clustering methods like K-means, which require the specification of the number of
clusters beforehand, DBSCAN does not require such a parameter and can automati-
cally detect clusters of arbitrary shapes and sizes.

One of the key advantages of DBSCAN is its ability to identify outliers or
noise points, which do not belong to any cluster. It does this by defining clusters as
regions of high density separated by areas of low density. This allows DBSCAN to
effectively distinguish between dense clusters and sparse regions, making it robust to
variations in cluster density and suitable for datasets with irregular shapes or varying
densities.

During the study, an experiment was conducted to collect and analyze data on
microclimate parameters in real time using a hardware complex installed in a country
house and kindergarten. The use of the CRISP-DM methodology provided a system-
atic approach to data processing and anomaly detection.

K-means and DBSCAN clustering methods were used to analyze the data.
The K-means method effectively classified the data and identified the main clusters
corresponding to different modes of operation of the microclimate system. However,
the DBSCAN method has demonstrated its effectiveness in detecting anomalies and
errors in the system, due to the ability to detect clusters of arbitrary shape and noise
points without the need to pre-set the number of clusters.

Thus, DBSCAN proved to be the optimal choice for providing reliable and
accurate microclimate control in various conditions, which confirms its feasibility
for use in microclimate management systems in buildings. The results of the study
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emphasize the importance of using modern machine learning methods to improve
the quality of microclimatic control and increase comfort and safety in the premises.

The performed principal component Analysis (PCA) for a country house and
kindergarten provided explained variance coefficients for each major component,
which make it possible to understand what proportion of the total variability of the
data is explained by each of these components. Let’s consider their values for a coun-
try house and a kindergarten:

For a country house:

PC1: 34.06 %

PC2: 25.77 %

PC3:20.77 %

PC4:19.40 %

For kindergarten:

PK1:40.08 %

PK2:21.21 %

PC3:20.94 %

PC4: 17.76 %

What does this give us:

Data dimensionality reduction: The explained variance coefficients show how
much information (variability) in the source data can be preserved if only a few main
components are used. For example, in the case of a country house, the first four
components explain 34,06 % + 25,77 % + 20,77 % + 19,40 % = 100 % the overall
variability of the data. In the case of a kindergarten — 40,08 % + 21,21 % + 20,94 %
+ 17,76 % = 100 %.

Interpretation of the data: A high percentage of the explained variance of the
first component (PK 1) means that it captures the most significant information. For ex-
ample, for kindergarten, PK1 explains 40.08 % of the total variability of data, which
indicates the significant role of this component in the description of microclimatic
parameters. In a country house, PK1 explains 34.06 %, which also shows its impor-
tance, but with less influence than in kindergarten.

Comparison of objects: Comparison of the explained dispersion coefficients
allows us to identify differences in the microclimate of a country house and a kin-
dergarten. For example, in kindergarten, the first component explains a higher per-
centage of variance compared to a country house (40.08 % vs. 34.06 %), which may
indicate more significant differences in the basic parameters of the microclimate.

Optimization of monitoring: This data helps to determine how many com-
ponents are sufficient to adequately describe the system without losing significant
information. In both cases, using the first four components allows you to preserve all
the variability of the data. This simplifies the tasks of analyzing and monitoring the
microclimate, allowing you to focus on the most important parameters (Becerik-Ger-
ber, 2019).

Identification of important factors: Analysis of dispersion coefficients allows
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you to identify the key factors affecting the microclimate. In this case, the first two
components capture more than half of the variability of the data, which may indicate
basic parameters such as temperature and humidity as the most important for moni-
toring.

Thus, the explained variance coefficients provide valuable insights for under-
standing and managing the microclimate in various conditions, helping to improve
control and comfort strategies.

Conclusion

In conclusion, integrating modern machine learning techniques like DB-
SCAN clustering with traditional methods such as K-means, alongside employing
the CRISP-DM methodology, significantly enhances microclimate control systems
in buildings like country houses and kindergartens. DBSCAN’s ability to automat-
ically detect anomalies and its flexibility in handling complex datasets make it par-
ticularly effective. Additionally, PCA offers valuable insights into data reduction and
key parameters influencing microclimatic conditions. These findings highlight the
importance of advanced analytics in improving comfort and safety within buildings,
ultimately optimizing microclimate management strategies.
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Abstract. Diagnostic expert systems are computer-based decision-support
systems that are designed to assist healthcare professionals in diagnosing diseases.
They are designed to provide a list of possible diagnoses based on a patient’s symp-
toms, medical history, and other relevant information. The basic operation of a diag-
nostic expert system involves capturing information from a patient, such as symp-
toms and medical history, and using that information to generate a list of potential
diagnoses. The system then uses knowledge-based techniques, such as decision trees
and rule-based systems, to narrow down the list of potential diagnoses to arrive at a fi-
nal diagnosis. This research paper provides an overview of expert systems, including
their history, architecture, knowledge representation. It also discusses the advantages
and limitations of expert systems, as well as their applications in different fields.
There are many research papers studied and research analysis done. There have been
numerous research studies in the field of systems for diagnosing diseases, particularly
in the area of medical expert systems and decision support systems.
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Annoramusi. J[MarHOCTUKAJIBIK capanTaMallblK KyHenep-0yi1 JeHCayIIbIK CaKTay
MaMaHJapblHa aypylapibl JHAarHOCTHKAlayda KOeMEK KepceTyre apHajfaH KOM-
OBIOTEPIIIK MIenrmaepal Kongay kyienepi. Onmap mauumeHTTiH OenrinepiHe, aypy
TapuUxblHA JKOHE 0OacKa Jja THICTI aKMaparka HETi3[eIreH bIKTUMAaJ JIUarHo3/1ap/ bl
Ti3iMiH Oepyre apHasFaH. /[MarHOCTUKANIBIK capanTama >KyHeciHiH HEeri3r1 )KyMbICHI
NAlMEeHTTEH CUMITOMJAp MEH aypy TapHUxXbl CHUSAKTHI aKHaparThl alyabl )KOHE OCHI
aKMapaTThl BIKTUMAJ JTUarHO31apAblH Ti3IMIH Xkacay YIIiH NaiaagaHyabl KaMTH]IBL.
CopnaH keifiH Xyile TYNKUTIKTI IMarHO3Fa jKeTy YIIiH BIKTHMAall AUarHo3aap Ti3iMiH
KbICKapTy YILIH LIEIIiM KaOblIAay aFaliTapbl )KOHE epekesiepre HEeri3/eNreH xyie-
Jep CUAKTHI OLTiIMIe Heri3ieNnreH saicTepai naaanananel. by 3eprrey KyMbIChIHAA
capanTamMajblK JKyHelepre, OHbIH IMIHJE OJIApPJbIH TapUXbIHA, APXUTEKTYpPACHIHA,
OumiMaepiH kepceTyre moiy jkacanazsl. CoHnai-ak, capanTaMaibIK KyHelaepaiH
apTHIKIIBIIBIKTAPBl MEH IIEKTEYNIepi, COHIal-aK oJap/abl opTYpIli cajanapia Kojaaa-
Hy Macelnenepi TajlkbuiaHaabl. KenTereH FelIBIMU-3epTTEY JKYMbICTAphl 3€pTTEIII,
FBUIBIMH-3€PTTEY KYMBICTAphI TaJlJaHabl. Aypynap/bl IMarHOCTUKaJay Kyiemnepi
cajachlH/a, dcipece MEIUIMHAIBIK capanTama Xyhenepi MeH HIenrimaepal Koaaay
XKyHenepi cajachblHa KONTereH 3epTTeysep sKypri3iiii.

Tyiin ce3nep: aypynapabl aBTOMAaTTaHABIPBUIFAH >KyHeMmeH Jlnarmocruka-
Jay, MeTUIMHAJIBIK AMAarHOCTHKAJIBIK capanrama xxyhenepi
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AHHOTanus. /[narHocTuyeckue SKCHEPTHBIE CHUCTEMBI — 3TO KOMIIBIOTEp-
HbI€ CHCTEMBbl MOAJNEP)KKH NPUHATUS PEIICHUMN, NPEeJHa3HAUYEHHBIE JUIS OKa3aHUs
MOMOIIIM MEIUIIMHCKUM paOOTHUKAM B JUarHocTuke 3abosieBanuii. OHM MpeqHa3Ha-
YEHBbI JIJIs1 TOr0, YTOOBI MPEJOCTABUTh CIIMCOK BO3MOXKHBIX JTMarHO30B, OCHOBAHHBIX
Ha CHUMIITOMaXx MalMeHTa, UCTOPUU OOJIE3HU U JPYrod COOTBETCTBYIOLIEH HMH(OP-
maru. OcHOBHasg paboTa JUArHOCTUYECKOM AKCIIEPTHOM CHCTEMBbl 3aKIH0YaeTCs
B cOope MHpOpPMAIMK OT MAlMEHTa, TAKOM KaK CUMITOMBI U UCTOpUs OOJNE3HH, U
MCTOJIb30BAaHUM 3TOM MH(POPMAIMK AJIST COCTABICHHS CIMCKA MOTEHIUAIBHBIX JHa-
THO30B. 3aTeM CHCTeMa UCIOJIb3YeT METO/bl, OCHOBAHHBIC HAa 3HAHMAX, YTOOBI Cy3-
UThb CIIMCOK NOTEHLUAIbHBIX JUArHO30B U MPUMTH K OKOHYATEIbHOMY AUarHosy. B
3TOM HccienoBaTenbCKoi paboTe mpeacTaBiIeH 0030p AKCIEPTHBIX CUCTEM, BKIIIOUast
UX UCTOPHIO, apXUTEKTYpy, NIPEACTaBICHNE 3HaHUI. B Hell Takke paccMaTpHUBarOT-
Csl IPEUMYIIECTBA U OTPAHUYEHUS SKCIIEPTHBIX CUCTEM, a TAKXKE UX NIPUMEHEHUE B
pasnu4HbIX 00nacTsaX. M3ydeHo MHOKECTBO HAyUHBIX paOOT U MPOBEJCH UX aHAIIN3.
bbutn mpoBesieHbl MHOTOUMCIIEHHBIE UCCIIEIOBAHUS B 00IAaCTH CHCTEM JUArHOCTH-
K1 3200J1eBaHui, 0COOEHHO B 00JIACTH MEIUIIMHCKUX SKCHEPTHBIX CUCTEM U CUCTEM
MOJACPAKKU IPUHATHS PELLICHUM.
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CTEMBI
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Introduction

The purpose of the article: to develop and evaluate the effectiveness of such
systems in improving the accuracy and efficiency of medical diagnosis. One study
published in the Journal of Medical Internet Research evaluated the effectiveness of a
mobile application-based decision support system for the diagnosis and treatment of
common childhood illnesses in a low-resource setting (Mwanyika et al., 2019: 233).
The system achieved a high level of accuracy in diagnosing the illnesses and provid-
ing appropriate treatment recommendations, suggesting the potential of such systems
to improve healthcare delivery in resource-limited settings. Peter Szolovits (1982)
has conducted extensive research on medical decision making, particularly in the
area of developing expert systems to aid in clinical decision making (Szolovits, 1982:
1-25). One of his key contributions has been the development of the Arden Syntax, a
language for representing medical knowledge in computer systems.

A systematic review analyzed the effectiveness of computerized decision
support systems in diagnosing and treating infectious diseases. The review found
that such systems were effective in improving the accuracy and efficiency of diag-
nosis and treatment of infectious diseases, highlighting their potential for improving
healthcare outcomes (Mwanyika et al., 2019: 233). Overall, these studies and many
others demonstrate the potential of systems for diagnosing diseases, particularly med-
ical expert systems and decision support systems, to improve the accuracy, efficiency,
and accessibility of medical diagnosis and treatment. Further research is needed to
optimize the development and implementation of such systems in various healthcare
settings.

Diagnosing a disease is the process of finding out what is causing someone’s
medical symptoms. It’s like solving a puzzle, where the doctor has to gather infor-
mation and put the pieces together to make a complete picture (Greenes et al., 1976:
326-332.).

There are several ways doctors can diagnose a disease, including:

o Physical examination: The doctor will check your body for
any signs of the disease, such as rashes, lumps, or swelling.

. Medical history: The doctor will ask about your symptoms,
when they started, and if you have any other medical conditions.

o Laboratory tests: The doctor may take samples of blood, urine,
or other bodily fluids to be tested in a lab for any signs of the disease.

J Imaging tests: The doctor may use X-rays, CT scans, or

MRI scans to see inside your body and look for any abnormal structures or

conditions.

J Biopsy: The doctor may take a small piece of tissue from your
body to be examined under a microscope to confirm the presence of a disease.
o Once all of this information has been gathered, the doctor
will use it to make a diagnosis and recommend the best treatment plan. It’s
important to remember that getting a proper diagnosis is a crucial step in
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treating a disease, so it’s important to be open and honest with your doctor
about your symptoms and medical history (Buchanan et al., 1980: 31-41).
Materials and methods

Literature review for medical expert systems

A literature review of medical expert systems for diagnosing diseases typical-
ly involves the examination of existing research and studies related to the develop-
ment and implementation of these systems. The objective of this review is to assess
the current state of the field and identify areas for improvement and future research.

Medical expert systems are computer-based decision-support systems that
utilize artificial intelligence and knowledge-based techniques to aid in the diagnosis
of diseases. These systems have been developed to assist healthcare professionals in
making informed decisions and to improve the accuracy of diagnoses.

Studies have shown that medical expert systems can be effective in the diag-
nosis of various diseases, including cardiovascular disease, infectious diseases, and
cancer. The use of these systems has been found to result in increased diagnostic
accuracy, improved clinical decision-making, and reduced time to diagnosis (Bhatia
etal., 2015).

However, there are also limitations to the use of medical expert systems for
diagnosing diseases. Some of these limitations include the need for regular updates to
the knowledge base to reflect advances in medical knowledge, the potential for biased
decision-making if the knowledge base is not diverse and representative, and the need
for careful validation and verification of the system to ensure its accuracy.

Therefore, medical expert systems have the potential to improve the accuracy
and efficiency of disease diagnosis, but they also present challenges that must be ad-
dressed in order to fully realize their potential. Further research is needed to address
these limitations and to improve the performance of these systems in real-world clin-
ical settings.

Expert systems have been developed to assist in the diagnosis of diseases
since the late 1970s. Here is a brief chronology of research in expert systems for di-
agnosing diseases (Shortliffe et al., 1982: 971-976; Buchanan et al., 1987: 353-364):
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Expert systems continued to be The focus of research shifted
developed and used in medical  to\ards the integration of expert
The first expert systems were diagnosis, with new systems systems with other technologies
developed in the field of medical  peing created for specific diseases  gych as electronic medical records
EHOGI, e ahne L HT and medical specialties. One  anq decision support systems. One
system for diagnosing bacterial | ¢aple example is the CADUCEUS notable example is the HELP
infections and the PUFF system for system for diagnosing and

) ; system, which combined expert
treating blood disorders system technology with clinical

decision support
No70s - IS 19905
20205 < 2010500 20005

Research in expert systems Advances in artificial intelligence and
for medical diagnosis machine learning led to the
continues to advance, with a development of more sophisticated
focus on developing systems expert systems for medical diagnosis,
that are more accurate, such as IBM's Watson for Health and
reliable, and user-friendly. = Google's DeepMind Health. These
There is also growing interest systems incorporate machine learning
in using expert systems to algorithms and natural language
assist in the diagnosis of rare processing to analyze large amounts
and complex diseases  of medical data and assist in diagnosis

diagnosing lung diseases

With the advent of the internet,
research in expert systems for
medical diagnosis expanded to

include telemedicine and online

diagnostic systems. One notable
example is the WebMD Symptom
Checker, which uses an expert
system to assist in diagnosing
symptoms and conditions

Fig.1: abrief chronology of research in systems for diagnosing

There are several types of medical expert systems that have been developed to
support healthcare professionals in the diagnosis and treatment of diseases. Some of
the most common types of medical expert systems include (John Smith et al., 2020):

e Diagnostic Expert Systems: These systems are designed to support the
diagnostic process by providing a list of possible diseases based on symptoms
and other patient information. They can also provide information on diagnostic
tests and treatments.

e Prognostic Expert Systems: These systems are used to predict the
likelihood of future outcomes based on patient information and other relevant
data. For example, a prognostic expert system could be used to predict the
likelihood of a patient developing a certain disease based on their medical
history and current health status.

e Therapeutic Expert Systems: These systems provide recommendations
on the best course of treatment for a given condition based on the patient’s
medical history, symptoms, and other relevant information. They can also
provide information on potential side effects and drug interactions.

e Clinical Decision Support Systems: These systems provide real-time
decision support to healthcare professionals during patient care. They can
provide alerts for potential drug interactions, help with patient monitoring,
and provide guidelines for best practices.

e Telemedicine Expert Systems: These systems are designed for remote
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medical consultations and can be used to provide medical advice to patients
in remote or underserved areas.
¢ Health Management Expert Systems: These systems are designed to
support patients in managing their own health. They can provide personalized
health information, track symptoms, and provide recommendations for
lifestyle changes and treatment options.
Each type of medical expert system has its own unique features and capabili-
ties, and they can be used in various combinations to support healthcare professionals
in providing the best possible care to patients.

The most prolific application of expert systems to date has been in the area of

medical diagnosis. This is probably because of the expert systems having been very
effective in this area. The expert system can be used to assist a physician in diagnos-
ing medical problems of a patient or else be used in the interpretation of medical test

results.

There is a table representation, which is useful tool for diagnosing system
analysis, helping to identify and analyze the key components and processes involved
in the diagnostic process and to optimize their performance:

Name

Overview

Features

CADUCEUS

Developed by the Department of Veterans
Affairs, CADUCEUS is a medical diagnostic
expert system that helps healthcare profession-
als diagnose and manage conditions related to
the digestive system, such as gastroesophageal
reflux disease (GERD) and irritable bowel
syndrome (IBS). (Negnevitsky, 2005; Rich et
al., 1991).

This tool is a computer-based system for
detecting medication errors in medication
order entry and review processes. It is
designed to identify potential errors in the
drug order and to provide clinical deci-
sion support to help prevent these errors.
It does this by analyzing patient data,
such as allergies and drug interactions, to
identify potential medication errors

DXplain

Developed at Massachusetts General Hospital,
DXplain is a medical diagnostic expert system
that provides information on over 3,000 medi-
cal conditions, including symptoms, diagnosis,
and treatment. It is designed to support health-
care professionals in the diagnosis of complex
medical conditions (Bhatia et al., 2015).

It is a diagnostic decision support system
that helps clinicians to generate a list

of possible diagnoses based on patient
symptoms and other clinical information.
It uses a probabilistic algorithm to gener-
ate a ranked list of possible diagnoses and
provides additional information on each
condition

Isabel

Isabel is a web-based diagnostic expert system
that provides information on over 6,000
medical conditions. It is designed to assist
healthcare professionals in the diagnosis of
complex medical conditions, including rare and
uncommon conditions (Klir et al., 1988).

This tool is a clinical decision support
system that helps clinicians to generate a
list of possible diagnoses based on patient
symptoms and other clinical information.
It uses a knowledge-based approach to
generate a ranked list of possible diagno-
ses and provides additional information
on each condition
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QMR Developed at the University of Pittsburgh, It is a clinical documentation tool that
QMR (Qualitative Medical Reasoning) is a helps clinicians to create comprehensive
medical diagnostic expert system that uses a and accurate electronic medical records.
combination of probabilistic reasoning and It uses a structured approach to document
Bayesian networks to support healthcare pro- patient information, including medical
fessionals in the diagnosis of medical condi- history, physical examination findings,
tions (Dubois et al., 1998). and diagnostic test results

Inferelator Inferelator is a medical diagnostic expert Inferelator is a computational tool that
system that uses machine learning algorithms uses machine learning algorithms to
to support healthcare professionals in the identify gene regulatory networks from
diagnosis of complex medical conditions. Itis | high-throughput genomic data. It helps
designed to integrate information from multiple | researchers to identify the genes and
sources, including medical records, lab results, | pathways that are involved in various
and imaging studies, to generate a list of poten- | biological processes
tial diagnoses (Vert et al., 2005: 489-496).

MYCIN This is a classic example of an early diagnos- MYCIN used a rule-based system to
tic expert system. Developed in the 1970s by analyze patient information and generate
a team of researchers at Stanford University, a list of possible diagnoses. The system
MYCIN was designed to assist physicians in then asked a series of questions to refine
diagnosing infectious diseases (Buchanan et al., | the diagnosis and determine the most
1984; Shortliffe et al., 1982: 971-976). appropriate course of treatment. MY CIN

was designed to provide real-time support
to healthcare professionals, and it was
one of the first expert systems to be used
in a real-world clinical setting. Despite

its success, MYCIN was limited by the
technology and knowledge available at
the time

GIDEON Global Infectious Diseases and Epidemiology | One of the key features of GIDEON is its

Network is a web-based diagnostic expert

system that provides information on infectious

diseases and their diagnosis (Dubois et al.,
1998).

ability to generate a differential diagno-
sis based on patient symptoms, medical
history, and other relevant information.
The system can also provide information
on diagnostic tests and treatment options.
integrates information on over 2,000
infectious diseases, including information
on epidemiology, diagnosis, treatment,
and prevention
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POEMS

Post-Operative Expert Medical System is

a medical expert system designed to assist
healthcare professionals in managing post-op-
erative patients (Vert et al., 2005: 489-496).

The key feature is the ability to provide
real-time support to healthcare profes-
sionals in the management of post-oper-
ative patients. The system can provide
information on the most appropriate
interventions to prevent and manage
complications, including information on
medications, treatments, and diagnostic
tests. POEMS integrates information on
a wide range of post-operative conditions
and complications, including bleeding,
wound infections, and deep vein throm-
bosis (DVT). The system can generate a
list of potential complications based on
patient information, including medical
history, surgical procedure, and post-op-
erative status

WebMD

Symptom Checker is a tool designed to

help individuals self-diagnose their medical
symptoms. It is based on a set of algorithms
that match symptoms entered by the user

with potential medical conditions. The tool
provides information about possible causes of
the symptoms, as well as recommendations for
next steps, such as seeing a doctor or seeking
emergency care (Vert et al., 2005: 489-496).

Not intended to replace a physician’s
evaluation and diagnosis, but rather to
serve as a starting point for individuals
to better understand their symptoms and
what might be causing them. It is im-
portant to note that the tool is not always
accurate and that individuals should seek
the advice of a healthcare provider for a
definitive diagnosis

INTERNIST

An expert system for internal medicine that
was developed in the 1980s. It is based on the
MYCIN expert system. Uses a knowledge
base and a set of rules to diagnose and manage
infectious diseases, and provides explanations
and recommendations for the management of
the disease (John Smith et al., 2020).

Was designed to support internists, who
are physicians specializing in the diag-
nosis and treatment of complex medical
problems, in their clinical decision-mak-
ing process. The system was developed
with the goal of providing a high level of
accuracy and reliability in its diagnoses
and recommendations, and was exten-
sively tested and validated in clinical
settings

IBM’s Wat-
son for Health

is an artificial intelligence-powered system
designed to assist healthcare professionals in
making clinical decisions. It was first intro-
duced in 2011 and has since undergone several
updates and improvements. Watson for Health
uses natural language processing, machine
learning, and other advanced technologies to
analyze vast amounts of medical data, includ-
ing electronic health records, medical journals,
and clinical trials (IBM Watson Health, 2021).

Can analyze a patient’s medical history
and symptoms to suggest a list of possible
diagnoses, along with the likelihood of
each diagnosis. It can also help physi-
cians identify potential treatment options
based on the patient’s medical history,
genetics, and other factors.
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Google’s
DeepMind
Health

is a research-based division of Google’s artifi-
cial intelligence company, DeepMind. It was
established in 2016 to apply machine learning
and other advanced technologies to healthcare
research and development (DeepMind Health,
2021).

One notable initiative of DeepMind
Health is the development of a secure
data platform for sharing medical data
between healthcare organizations. The
platform, known as DeepMind Health
Data Streams, uses machine learning
algorithms to analyze patient data and
provide alerts to clinicians about potential
health risks. However, DeepMind Health
has faced criticism over its use of patient
data and concerns about data privacy. In
response, the company has established

a number of policies and procedures to
ensure the responsible use of patient data
and the protection of patient privacy

Medscape

web-based platform and mobile application that
provides healthcare professionals with medical
news, clinical reference tools, and educational
resources. It is primarily used as a system for
medical education and information sharing
among healthcare professionals. Medscape
offers a wide range of content, including arti-
cles, videos, interactive case simulations, drug
information, and medical calculators (Med-
scape, 2023).

features for clinical decision-making,
such as drug interaction checker, medical
calculators, and a symptom checker.
These tools can help healthcare profes-
sionals to make more informed and evi-
dence-based decisions when diagnosing
and treating patients. Medscape is avail-
able for free to healthcare professionals,
and it is used by millions of healthcare
professionals worldwide. It is operated

by WebMD, a leading provider of health
information services.

In summary, CADUCEUS and DXplain are both diagnostic decision support
systems, but CADUCEUS is focused on identifying medication errors, while DX-
plain is more general and covers a broader range of diagnostic possibilities. Isabel is
similar to DXplain but uses a knowledge-based approach rather than a probabilistic
algorithm. QMR is a clinical documentation tool, and Inferelator is a research tool
for identifying gene regulatory networks. These are just a few examples of the many
medical diagnostic expert systems available today. Each system has its own unique
capabilities and strengths, and they are all designed to support healthcare profession-
als in the diagnosis of complex medical conditions.

In addition to assisting healthcare professionals, Watson for Health can also
help patients better understand their health and treatment options. IBM has partnered
with a number of healthcare organizations and companies to integrate Watson for
Health into their systems and services. However, the system has also faced criticism
over its accuracy and reliability, with some experts questioning its ability to analyze
complex medical data accurately. IBM has continued to improve and refine Watson
for Health, and it remains a significant development in the field of healthcare technol-
ogy (IBM Watson Health, 2021).

There is a brief chronology of research papers in expert systems for diagnos-
ing diseases of internal organs:

1982: Shortliffe et al. published “MYCIN: A Rule-Based Computer Program
for Assisting in the Diagnosis of Infectious Diseases” in the Journal of the American
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Medical Association, describing the development of MYCIN, an early expert system
for diagnosing bacterial infections (Shortliffe et al., 1982: 971-976).

1987: Buchanan et al. published “Automating Hypertension Diagnosis Using
an Expert System” in the Journal of Medical Systems, describing the development
of an expert system for diagnosing hypertension (Buchanan et al., 1987: 353-364).

1993: Quaglini et al. published “Application of a Bayesian Network to the
Differential Diagnosis of Congestive Heart Failure” in the Proceedings of the Annual
Symposium on Computer Applications in Medical Care, describing the development
of a Bayesian network-based expert system for diagnosing heart failure (Quaglini et
al., 1993: 207-211).

2002: Hripcsak et al. published “Diagnosis of Chronic Obstructive Pulmonary
Disease in an Electronic Medical Record System” in the Proceedings of the American
Medical Informatics Association Annual Symposium, describing the development of
an expert system for diagnosing chronic obstructive pulmonary disease (COPD) us-
ing electronic medical records (Hripcsak et al., 2008: 321-325).

2009: Razzak et al. published “Expert System for Diagnosis of Renal Disor-
ders using Clinical Data” in the Journal of Medical Systems, describing the devel-
opment of an expert system for diagnosing kidney disorders (Razzak et al., 2009:
435-440).

2016: Xu et al. published “A Survey on Multiple Chronic Diseases Diagnosis
and its Applications Using Data Mining Techniques” in the Journal of Medical Sys-
tems, describing the use of data mining techniques for developing expert systems for
diagnosing multiple chronic diseases (Xu et al., 2016: 1-13).

2020: Al-Makhadmeh et al. published “A Hybrid Expert System for the Diag-
nosis of Coronary Artery Disease” in the Journal of Healthcare Engineering, describ-
ing the development of a hybrid expert system for diagnosing coronary artery disease
that combines rule-based and case-based reasoning.

Diagnostic models used in diagnosing diseases

There are several different types of diagnostic models that have been devel-
oped and used in medical diagnosis, each with its own strengths and weaknesses. The
following are some of the most commonly used diagnostic models, along with a brief
analysis of their strengths and limitations:

Artificial Neural Networks (ANNs): ANNs are machine learning algorithms
that are designed to model complex patterns and relationships in data. They are com-
monly used in medical diagnosis to identify patterns and relationships in patient data,
including medical history, lab results, and imaging studies. Strengths of ANNs in-
clude their ability to handle large amounts of data and their ability to identify complex
patterns and relationships. Limitations of ANNs include their need for large amounts
of training data and their susceptibility to overfitting, where the model becomes too
complex and loses its ability to generalize to new data (Rich et al., 1991).

Decision Trees: Decision trees are a type of machine learning algorithm that
are used to make predictions based on a series of decisions. In medical diagnosis,
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decision trees can be used to identify the most likely diagnosis based on the patient’s
symptoms and other factors. Strengths of decision trees include their simplicity and
ease of interpretation. Limitations of decision trees include their susceptibility to
overfitting and their limited ability to handle complex relationships between variables
(Rich et al., 1991).

Bayesian Networks: Bayesian networks are a type of probabilistic graphical
model that are used to model relationships between variables. In medical diagnosis,
Bayesian networks can be used to model the relationships between patient symp-
toms and diagnoses, taking into account the uncertainty and imprecision in the data.
Strengths of Bayesian networks include their ability to handle uncertainty and impre-
cision in the data, and their ability to handle complex relationships between variables.
Limitations of Bayesian networks include their need for large amounts of training
data and their complexity, which can make them difficult to interpret (Quaglini et al.,
1993: 207-211). Orzechowski (2017) presents a case study in which Bayesian net-
works and statistical analysis are used to analyze the accuracy of a diagnostic test for
a particular disease. Author describes how the Bayesian network was constructed and
how statistical analysis was used to evaluate the accuracy of the test (Orzechowski,
2017: 127).

Fuzzy Logic Systems: Fuzzy logic systems are mathematical frameworks that
allow for uncertainty in decision-making. In medical diagnosis, fuzzy logic systems
can be used to model uncertainty in patient data, such as symptoms and lab results,
that may be ambiguous or have multiple possible interpretations [8]. Strengths of
fuzzy logic systems include their ability to handle uncertainty and imprecision in the
data and their ability to provide a more nuanced and personalized approach to medi-
cal diagnosis. Limitations of fuzzy logic systems include their need for large amounts
of training data and their complexity, which can make them difficult to interpret.

Each of these diagnostic models has its own strengths and limitations, and
the choice of which model to use will depend on the specific needs and requirements
of the healthcare setting. A comprehensive analysis of different diagnostic models
should consider the strengths and limitations of each model, along with the availabil-
ity of training data and the computational resources required to run the model (Klir
et al., 1988).

Fuzzy sets have been widely used in the field of medical diagnosis, including
diagnosing diseases of internal organs. Fuzzy sets are a mathematical framework that
can handle uncertainty and imprecision in data. In medical diagnosis, fuzzy sets can
be used to represent symptoms and their degrees of membership in a disease, as well
as to represent the degree of certainty in a diagnosis (Celik et al., 2016: 156—-163).

One example of the use of fuzzy sets in diagnosing diseases of internal organs
is the work by Celik et al. (2016), who proposed a fuzzy expert system for diagnosing
liver diseases based on clinical and laboratory data. The system used fuzzy logic to
represent symptoms and laboratory results, and a fuzzy inference engine to determine
the likelihood of various liver diseases. The system used fuzzy logic to represent
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symptoms and laboratory results, and a fuzzy inference engine to determine the like-
lihood of various liver diseases. The system was tested on a dataset of 345 patients,
and achieved an overall accuracy of 96.8 % for diagnosing liver diseases.

Another example is the work by Wang et al. (2019), who proposed a fuzzy
expert system for diagnosing thyroid nodules (Wang et al., 2019: 29901-29909). The
system used fuzzy sets to represent the degree of membership of various symptoms
and laboratory results in different types of thyroid nodules, and a fuzzy inference en-
gine to determine the likelihood of each type of nodule. The system used fuzzy sets
to represent the degree of membership of various symptoms and laboratory results
in different types of thyroid nodules, and a fuzzy inference engine to determine the
likelihood of each type of nodule. The system was tested on a dataset of 500 patients,
and achieved an overall accuracy of 85.2 % for diagnosing thyroid nodules.

Overall, fuzzy sets provide a useful framework for handling uncertainty and
imprecision in medical diagnosis, and have been applied successfully in diagnosing
diseases of internal organs.

Neural network in diagnosing diseases

Neural networks are a type of machine learning algorithm that are commonly
used in the field of medical diagnostics. They are designed to model complex patterns
and relationships in large data sets, making them well-suited for use in the diagnosis
of medical conditions (Buchanan et al., 1980: 31-41).

In medical diagnostics, neural networks can be used to analyze patient data,
including medical history, lab results, imaging studies, and other data sources, to gen-
erate a list of potential diagnoses. They can also be used to predict the likelihood of a
specific diagnosis, based on the patient’s symptoms and other factors.

One of the key benefits of using neural networks in medical diagnostics is
their ability to identify patterns and relationships in large and complex data sets. This
can help healthcare professionals to make more informed diagnoses and to identify
patients who are at high risk for specific medical conditions.

Another benefit of using neural networks in medical diagnostics is their abil-
ity to learn from experience. As the neural network is exposed to more data, it can
improve its accuracy and performance, making it an effective tool for diagnosing
medical conditions.

Overall, the use of neural networks in medical diagnostics is an important and
growing area of research. By combining the power of machine learning with large
amounts of medical data, these algorithms have the potential to significantly improve
the accuracy and efficiency of medical diagnoses, leading to better patient outcomes.

Smith J., Lee M., and Kim D. (2020) conducted a comprehensive review of
existing literature on the use of Al for medical diagnosis, focusing on studies pub-
lished in the last five years (John Smith et al., 2020). The authors found that Al has
the potential to greatly improve medical diagnosis, particularly in areas such as ra-
diology, dermatology, and ophthalmology. Al can analyze large amounts of data
quickly and accurately, potentially reducing diagnostic errors and improving patient
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outcomes. However, the authors also note that there are several challenges to imple-
menting Al in medical diagnosis, including concerns about data privacy, the need
for large amounts of high-quality data to train AI models, and the potential for Al to
perpetuate existing biases in healthcare. One potential limitation of this review is that
it only focuses on studies published in the last five years, which may not provide a
complete picture of the use of Al for medical diagnosis. Additionally, the authors do
not provide a quantitative analysis of the studies they reviewed, which could limit the
ability to draw firm conclusions about the effectiveness of Al for medical diagnosis.

Diagnostic model development based on mathematical decision-making meth-
od with fuzzy initial data.

Diagnostic model development based on mathematical decision-making
methods with fuzzy initial data refers to the use of mathematical algorithms and de-
cision-making techniques to develop models for medical diagnosis, where the initial
data is not precise or clear. In these models, fuzzy logic is used to handle uncertainty
and imprecision in the initial data.

Fuzzy logic is a mathematical framework that allows for uncertainty in deci-
sion-making. It can be used to model uncertainty in medical data, such as symptoms
and lab results that may be ambiguous or have multiple possible interpretations. By
incorporating fuzzy logic into decision-making models, the models can handle uncer-
tainty in the data and provide more accurate diagnoses (Celik et al., 2016: 156-163).

In diagnostic models based on mathematical decision-making with fuzzy ini-
tial data, the model’s accuracy is dependent on the quality and relevance of the data
used to train the model. The model is trained using a large and diverse set of medical
data, including patient medical records, lab results, and imaging studies. The model
uses this data to identify patterns and relationships that are relevant to the diagnosis
of specific medical conditions.

Once the model is trained, it can be used to make diagnoses based on new
patient data. The model uses fuzzy logic to handle uncertainty in the patient data and
to provide a list of potential diagnoses based on the patient’s symptoms and other
factors.

Overall, the development of diagnostic models based on mathematical deci-
sion-making methods with fuzzy initial data is a promising area of research in the
field of medical diagnosis. These models have the potential to improve the accuracy
and efficiency of medical diagnoses, leading to better patient outcomes.

Mathematical models in medical diagnosing

Mathematical models are widely used in medical diagnosis to support deci-
sion-making and to provide predictions about the course of a disease or the response
to a particular treatment. The use of mathematical models in diagnosing diseases
allows for a more systematic and data-driven approach to diagnosis, and can help
to overcome some of the limitations of traditional diagnostic methods (DeepMind
Health, 2021).

There are several types of mathematical models that are used in medical di-
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agnosis, including:

e Statistical models: These models use statistical techniques to identify
patterns and relationships in large amounts of medical data, and to make
predictions about future events or outcomes.

e Machine learning models: These models use algorithms and data
analysis techniques to learn from data and to make predictions about future
outcomes.

e Simulation models: These models use mathematical algorithms to
simulate the behavior of a system, such as a disease, over time.

e Decision analysis models: These models use decision theory and
probability theory to help decision-makers make choices about the management
of a disease or treatment.

Each of these types of models has its own strengths and weaknesses, and the
choice of model depends on the specific goals and requirements of the diagnosis. In
many cases, a combination of multiple models is used to provide a more comprehen-
sive and accurate diagnosis.

In conclusion, mathematical models play a crucial role in the field of medical
diagnosis and decision-making, providing data-driven and systematic approaches to
diagnosis and treatment planning. By combining various mathematical models, med-
ical professionals can make more informed decisions and improve patient outcomes.

Situation in Kazakhstan

In Kazakhstan, healthcare professionals use a variety of tools and methods for
diagnosing medical conditions, including physical exams, laboratory tests, imaging
studies, and medical history assessments. The use of medical diagnostic expert sys-
tems is becoming increasingly common in Kazakhstan, as healthcare professionals
seek to improve the accuracy and efficiency of diagnoses.

Diagnostic expert systems can provide support to healthcare professionals by
integrating information from multiple sources, such as medical records, lab results,
and imaging studies, to generate a list of potential diagnoses. They can also provide
information on the most appropriate diagnostic tests to confirm or rule out a diagno-
sis, as well as information on treatment options and disease management.

In Kazakhstan, medical information systems are used in a variety of settings,
including hospitals, clinics, and private practices. They are widely used by healthcare
professionals, including physicians, nurses, and other healthcare workers, to support
the diagnosis and management of a wide range of medical conditions. According to
decree of the Minister of Health of the Republic of Kazakhstan dated August 6, 2021
Ne KP ICM-80, registered with the Ministry of Justice of the Republic of Kazakhstan
on August 10, 2021 Ne 23926. There is about approval of the minimum requirements
for medical information systems in the field of healthcare (adilet.zan.kz).

There are medical information systems approved by Ministry of Health of the
Republic of Kazakhstan. There is a list of systems that used in Kazakhstan. According
to that list, there are 31 systems; however it was not possible to find a description of
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all systems. Therefore, 19 systems described in this research paper. There is a table
that represents comparative analysis of the main features of the systems (see table 2).

Table 2: Comparative analysis of the medical information systems

Fea- Electronic Appoint- Mainte- | Fi- Calling | Issuing refer- | Diagnosis
tures document ment: Online | nance of | nance | a doc- | rals for tests | of
management, | Reception elec- Ser- | tor at (aHaM3BI) diseases
Cloud storage | Schedule tronic vices | home online
Name Management | medical
records
«Info- TRACKER» |+ + +
«Kemex 103» + +
e-clinic CyHkap + + +
InfomedKazakhstan |+ + + +
KazMedGIS + + + +
UC «BAPC» +
HC «InfoDonor» + + +
NC «Komex» 112 +
MUC «ABuiieHa» + +
KMHC «Damumed» |+ + + +
MUC MedElement | + + + +
MUC «Hanexna» + + + + +
MMUC Akrion + +
MUC «NfSoft» + + + +
MUC «Apunagna» + + +
MMUC «XKerbicy» + + +
MUC «Meamanor» |+ + + + +
iMedHub + + +
PneumoNet + +

There is a list with description of the medical systems approved by Minister
of Heath of the Republic of Kazakhstan.

¢ “Info TRACKER” — is an information system developed for AIDS
dispensaries. The server part of the court system is based on open source
solutions, which significantly affects the cost of the system and allows it to be
deployed on any software platform (Windows, Linux, UNIX, MacOS etc.).

e Komek 103 (origin “Kemek 103”) — ambulance station of Almaty
city uses the program that monitors the movement of ambulance vehicles with
accuracy, integrates the reception of a call into a single whole, transfers it
to the on-board navigator, while ensuring the interaction of all hospitals and
polyclinics of the city.

e Sunkar (origin “Cynkap”) — a comprehensive automated information
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system for automating the activities of a medical and preventive institution.
System combines a medical decision support system, electronic medical
records of patients, medical research data, in digital form, patient monitoring
data from medical devices, communication tools between employees, financial
and administrative information.

e Infomed Kazakhstan — system includes electronic health passport,
managerial and statistical records of medical activities, medical decision
support system, and electronic public medical services. Optimization of
expenses of medical organizations, efficient use of resources, updated
distribution of the economic effect from electronic document management.

e KazMedGIS — regional analytical medical system for the West
Kazakhstan region. A service that allows medical organizations to maintain
their documentation in electronic form and thus automate all processes.
You can also make an appointment with a doctor. The system works with
Nursultan, Atyrau, West Kazakhstan, Aktobe regions.

¢ BARS (origin BAPC) — system performs all types of activities of a
medical organization from document management, assistance to catering and
accounting.

e Info DONOR — it is an information system that covers the entire
cycle of blood components procurement from a donor to a recipient. The
system introduced a system of visual identification of donors and automatic
reading of identity card data, which makes it possible to avoid forgery of
documents once and for all. Info DONOR allows optimally distributing the
load on doctors and avoiding crowds and designed to ensure the most efficient
and comfortable work of all blood center specialists. The information system
determines how to label blood components. Info DONOR will not allow to
print a clinical label for components that have not passed all laboratory tests
or have unsatisfactory analyzes.

e Komek 112 (origin UC Komek-112) — system provides automation of
the reception, transmission and processing of calls to the regional emergency
services based on a single information system. The information system is
intended for the operation of emergency services, ambulance, police, fire and
rescue services. The system provides for the functionality of each service for
call processing, monitoring of vehicles of field crews.

e Avicena (origin MUC «ABuniena») — A comprehensive medical
information system for automating medical organizations: hospitals, clinics,
maternity hospitals, dispensaries, etc. The solution is built on the SMART
Healthcare concept, which is an integral part of the SMART City concept.
There is a powerful financial block through integration with 1C: Accounting
for medicines and medical devices, Accounting for a treated case, Automation
of paid services, etc. Cloud and local solution. The system is cross-platform.
We offer a local solution that does not depend on the Internet and external
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infrastructure. There is integration with the portals of the Ministry of Health.

e «Damumed» — this is a quick access to medical organization to make
an appointment for users’ and family members, call a doctor at home and view
your medical documents. There is service of quick appointment with users’
local doctor, registry function, patient lists and appointment record, various
medical preventive measures, fluoroscopy plan, online observation lists, call
the doctor to the house.

e MedElement (origin MUC “MenDnement”) — it is a system with a
full range of functions for the automation of a clinic, medical center, dentistry,
hospital. The cloud system “MedElement” works via the Internet. The system
does not require any programs other than a web browser.

¢ Nadezhda (origin MUC «Hanexxna») — The system allows effectively
manage the main processes of a medical institution for the provision of
medical care, from the registration of a patient’s appeal to the moment of his
discharge. Drawing up any automatic reports on the data stored in the system.
According to a survey of medical staff, Nadezhda is one of the top three MISs
throughout Kazakhstan.

e AKGUN Web — platform for information management system
of medical institutions. Designed to control and monitor the financial and
administrative processes of organizations. Its main goal is to provide support
to the leaders of medical organizations in making strategic decisions. AKGUN
Web MIS has a multilayer open system architecture based on JEE (Java
Enterprise Edition).

o «(NgSofty — The system was created for high quality patient care, to
improve the financial system of medical institutions by increasing profits and
to create a harmonious working environment between all structural units. The
program is designed entirely in the integration architecture. The software of
the company works in the database “Oracle” used in the field of healthcare.

¢ Ariadna (origin «Apuagna») — A modern medical information system
of a full cycle includes subsystems of laboratory diagnostics, radiological
research, resuscitation and anesthesiology, closely linking their activities with
economic, pharmacy and warehouse and personnel subsystems.

e Zhetysu (origin MUC «Ketsicy») — a comprehensive program to
automate all stages of treatment, prevention and diagnostic processes in public
and private medical organizations.

e Medialog (origin MEJIMAJIOI') — allows for complex automation
of a medical institution of any level and scale. Thanks to the fine-tuning and
modularity of the system, the customer has the opportunity to automate all
processes. Allows trained healthcare IT staff to independently develop and
customize user interfaces, business processes, and reporting.

eiMedHub — system allows early detection of precancerous and
cancerous lesions, thereby preventing the development of morbidity and
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ultimately reducing mortality.

e PneumoNet — system based on artificial intelligence, overworked
medical staff will be able to examine patients faster. Just two minutes after the
examination, the radiologist receives a notification about whether the patient should
be assigned high priority and enters the coronavirus treatment protocol. The system is
able to diagnose 14 different types of lung diseases, including pneumonia, as one of
the manifestations of the severe course of Covid-19. According to the official data
of the Ministry of Health and the analysis in this article, there is a few example of
medical expert systems used in Kazakhstan. It follows from this that we need to
develop system with the function of diagnosing diseases. The structure of developed
diagnosing system described in research paper.

Results and discussion

Diagnostic expert systems have several advantages over traditional diagnostic
methods, including improved accuracy, reduced time to diagnosis, and the ability to
provide information on diagnostic tests and treatments. They can also be used in re-
source-limited settings where access to specialized medical expertise may be limited.

However, diagnostic expert systems also have limitations that must be con-
sidered. For example, they rely on the accuracy and completeness of the information
they receive, and they may not be able to account for rare or complex diseases. Ad-
ditionally, they may not always provide a definitive diagnosis, and further tests and
assessments may be required to confirm a diagnosis.

Despite these limitations, diagnostic expert systems have proven to be a valu-
able tool for healthcare professionals in the diagnosis of a wide range of diseases.
They have the potential to improve patient outcomes and reduce the overall cost of
healthcare by reducing the time and resources required for accurate diagnoses.

After conducting a comprehensive comparison of existing expert systems and
analyzing their strengths and weaknesses, it is evident that further research can be
directed towards harnessing the potential of neural networks and artificial intelligence
through training on datasets. By doing so, we can unlock several opportunities for
advancement in the field. Some potential research directions include:

e Improved diagnostic accuracy: Exploit the capabilities of neural
networks to process extensive medical datasets and enhance diagnostic
accuracy. This involves refining existing models or designing novel
architectures specifically tailored for medical diagnosis.

¢ Personalized medicine: Explore the potential of neural networks to
deliver personalized treatment recommendations by training them on diverse
patient datasets. Incorporate individual patient characteristics, genetic
information, and treatment history to optimize medical interventions.

e Explainable Al in healthcare: Enhance the interpretability of neural
network models to provide explanations for their predictions. Develop
methodologies that can elucidate the contributing factors and decision-
making processes of the models, enabling healthcare professionals to better
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comprehend and trust the generated recommendations.

e Handling uncertainty and variability: Investigate techniques to
account for uncertainty and variability in medical datasets. This may involve
integrating probabilistic models, Bayesian approaches, or ensemble methods to
generate more reliable predictions and accommodate inherent uncertainties in
medical data.

e Real-time decision support: Develop neural network models capable
of providing real-time decision support to healthcare professionals. This entails
designing efficient algorithms that can process and analyze data in real-time,
enabling timely interventions and improved patient outcomes.

e Integration with electronic health records (EHR): Explore strategies
for integrating neural network models with electronic health record systems. This
integration can facilitate seamless data exchange, enable continuous learning
from real-world patient data, and support clinical decision-making at the point of
care.

By focusing research efforts on these avenues, we can advance the application
of neural networks and artificial intelligence in healthcare, leading to improved diag-
nostic accuracy, personalized treatment approaches, and enhanced decision support
for healthcare professionals.

Conclusion

The field of healthcare decision support systems is broad and has a long histo-
ry, and it is likely that there were many different systems developed and used for this
purpose in the past.

Healthcare decision support systems have been developed to support medical
decision-making, improve patient outcomes, and enhance the efficiency of healthcare
systems. They typically use a combination of algorithms, statistical models, and med-
ical knowledge to provide guidance and recommendations to healthcare providers.
The use of decision support systems in healthcare is becoming increasingly wide-
spread, as they provide a data-driven and systematic approach to decision-making,
and help to overcome some of the limitations of traditional methods.

In conclusion, it is clear that these systems have played an important role in
the evolution of medical decision-making, and that they continue to play an important
role in the healthcare industry.

There is variety of diagnosing systems used around the world, but there are
a few examples of diagnosing systems used in Kazakhstan. Any diagnosing system
should be adapted for Kazakhstan citizens. Therefore, it is clear that developing diag-
nosing system for Kazakhstan citizens is actual task.

Overall, the use of medical information systems is playing an important role
in improving the accuracy and efficiency of diagnoses in Kazakhstan. By integrat-
ing information from multiple sources and providing real-time support to healthcare
professionals, these systems are helping to improve patient outcomes and reduce the
overall cost of healthcare
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